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Abstract 

Schedule Optimization of Freight Vehicle Fleet Using Data Analytics 

Schedule optimization is a key decision process of fleet management. However, truck 

and driver scheduling in multi-plant goods distribution is a complex problem due to 

geographically distributed customer sites and plants, heterogeneity in trucks, driver 

behavior, varying traffic conditions, and constraints such as working and resting hours 

for drivers. Moreover, we need to satisfy conflicting objectives such as maximizing 

order coverage and minimizing of the overall costs. At present context, the scheduling 

process is typically handled by a fleet manager who is responsible for assigning both 

the trucks and drivers to meet the confirmed jobs/orders of a given day. Such 

scheduling usually happens on the evening of the day prior to the order delivery date. 

As an NP-complete problem, assigning most suitable pair of vehicle and driver while 

satisfying both company and customer becomes difficult in a situation where there is 

an increment of total number of orders. We propose an automated, heuristic-based 

truck and driver scheduling solution which comprises of a rule checker and a 

scheduler. Rule checker imposes constraints and conditions such as driver and truck 

availability, delivery time constraints, and operating and resting hours. A scheduler 

that applies simulated annealing is proposed to cover as many orders as possible while 

minimizing the overall cost. The utility of the proposed solution is tested using a 

workload derived from a real-world bulk-cement distribution company. The results 

show good coverage of orders where the coverage increased by more than 10% 

compared to manual scheduling while minimizing the total cost by 35%. Furthermore, 

the solution has flexibility to tolerate exceptions due to breakdowns, traffic congestion, 

and extreme weather conditions without a considerable impact on most of the already 

assigned pairs of vehicle and driver to orders. 

 

Keywords: Heavy Goods Distribution, Multi-plant, Simulated Annealing, Truck and 

Driver Scheduling 
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1. INTRODUCTION 

 

1.1. Motivation 

 Nowadays schedule optimization plays a major role in the fleet management because 

it leads to cost reduction and operational efficiency while using limited resources. 

Scheduling is a decision making process of transportation and distribution sector, as 

well as in other service industries [1]. Heavy goods delivery industries such as Bulk 

Cement Distribution (BCD) is characterized by high volume, low value, and 

perishability [2]. Driver and truck scheduling in such industries need to focus on 

maximizing both the profitability and order coverage (i.e., number of orders covered 

on time) to maintain long-term supplier-buyer relationships [3]. Further, decisions 

related to heavy goods delivery scheduling should ensure the road and driver safety 

while focusing on their core objectives. While most orders are recurrent, they need to 

be delivered to geographically dispersed sites with varying demands. Therefore, 

differences in operating cost and travel time need to be managed too.  

The fleet management company needs to allocate an order to the most suitable truck 

and driver based on a set of considerations such as delivery location, delivery time, 

vehicle availability, driver availability, regulations related to working hours and resting 

hours, traffic, and weather conditions. Moreover, truck and driver allocation should 

focus on increasing customer satisfaction, operational efficiency, balanced driver 

income, driver safety, and reduction of total cost for the company. Incidents such as 

changes in delivery time, cancelling the order and confirming last minute orders by 

customer side, vehicle breakdowns, accidents, unexpected driver availability, and high 

traffic in the route make the scheduling environment dynamic where the schedules may 

change or even canceled. Therefore, a fleet management company requires a scalable 

solution to achieve company’s objectives such as maximize the customer satisfaction, 

operational efficiency, driver satisfaction, and minimizing the total cost. Moreover, 

such a solution should be capable of covering as many orders as possible while 

minimizing overall cost and fairly distribute the income among drivers.  
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The scheduling process is typically manipulated by a scheduling manager who is 

responsible for assigning both the trucks and drivers to meet the job/order demands. 

The effectiveness of the scheduling process highly depends on the scheduling 

manager’s prior experiences and the trial and error process, especially for last minute 

orders. He/she should also track the progress of delivery to keep the process smoother 

by making relevant adjustments to overcome sudden changes such as delayed/failed 

trucks and plants, last minute order confirmations or cancellations, change in delivery 

time, and driver unavailability due to sickness or just no-show. The scheduling manager 

should assign the most suitable driver and truck for an order based on a set of parameters 

such as order location, delivery time, driver and truck availability, and other the 

constraints such as mandatory breaks for drivers and speed limits applicable for heavy 

vehicles to ensure the safety of drivers. 

Heavy goods delivery industry has several notable differences. For example, these 

jobs tend to be long-distance and multi-day. Hence, it is important to consider the 

maximum working and resting hours to ensure the safety of drivers. In this case, 

customers are geographically dispersed and there are recurrent jobs, as well as one time 

jobs. Having multiple plants makes the problem even more complex, as different 

scenarios need to be considered to determine the most suitable job schedule that 

maximizes the coverage and minimizes the total cost. As the number of orders, trucks, 

and drivers increase the complexity of the scheduling process also increases. Moreover, 

driver availability and vehicle availability, more flexible delivery times, orders which 

are not delivered on the same day as loading day, labor laws in the country makes the 

problem unique.  Hence, it is important to automate the process to achieve an optimized 

solution to sustain and grow the business. 

 

1.2. Research problem 

We consider a company which deliver heavy goods from multiple-plants to 

geographically dispersed delivery sites. In this context, the research question that this 

project attempted to address is:  
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Given set of orders O, trucks V and drivers D; how to automatically schedule trucks 

and drivers to serve as many orders as possible while reducing cost, maximizing 

customer and driver satisfaction, and efficiency? 

There is known confirmed set of orders which is required to deliver in the next day. 

Currently these orders are scheduled by a scheduling manager with the use of his prior 

experience of assigning trucks and drivers to orders in the day prior to delivery date of 

an order. The manual scheduling process becomes complex with the increment of 

number of orders, drivers and trucks availability and other constraints and conditions. 

In such a situation, the automation becomes vital. The research focuses on the problem 

of automating the assigning truck and driver pairs to confirmed orders meeting the 

company objectives of enhancing order coverage while minimizing the cost and 

meeting customer expectations. 

 

1.3. Research objectives 

     To address the above research problem the study focuses on following research 

objectives: 

• Identify prominent parameters and the multiple objectives with constraints for 

the heavy goods delivery truck and driver scheduling problem 

• Construct a suitable solution approach to solve the scheduling problem which 

assign most compatible truck and driver pairs to orders with the intention of 

covering as many orders as possible while minimizing the total cost 

• Evaluate the performance of constructed solution using a workload derived 

from real world bulk cement delivery company 

• Compare the results with related work on similar case studies 

 

1.4. Outline 

The rest of the thesis is organized as follows. Chapter 2 presents the literature review 

where the research work related to vehicle and driver scheduling and optimization 

algorithms are discussed. Chapter 3 presents the problem formulation considering 
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parameters of vehicle, driver, order and solution. Further, this chapter discussed about 

the constraints, conditions and objectives related to the problem. Proposed techniques 

that consist of a rule checker and scheduler is presented in Chapter 4. Performance 

analysis based on real-world dataset is presented in Chapter 5, and concluding remarks 

are presented in Chapter 6. 
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2. LITERATURE REVIEW 

 

Leung [4] focused on scheduling to achieve specific objectives which aim on 

allocating scare resources to the activities while optimization of defined key 

performance indicators of the company. Ronen [5] described the scheduling by 

considering planning process of the route that certain events are take place within a time 

frame. Further Pinedo [1] discussed about the scheduling in the context of resource 

allocation to tasks by considering the given time limits. Moreover, the author 

highlighted that the manufacturing and service industries consider scheduling as a 

regular decision making process. 

Routing and scheduling problems related to fleet management are complex even in 

the static environment [6]. Bielli et al. [6] pointed out that combinatorial problems for 

instance vehicle routing and scheduling under fleet management are notoriously 

difficult solve even in static environment. Different case studies such as taxi, bus, 

electric vehicles, train, and ready-mix concrete delivery routing and scheduling are 

presented in the chapter. 

The literature review is constructed by considering different approaches of 

scheduling. Section 2.1 presents the research works related to vehicle scheduling while 

defining the vehicle scheduling. The research contribution related to driver/crew 

scheduling is presented in Section 2.2. Moreover, Section 2.3 presents the combination 

of vehicle and driver scheduling research aspects. It is important to consider about the 

optimization of the solution related to driver and vehicle scheduling in order to find a 

best solution from the pool of solutions. Section 2.4 and 2.5 discuss about two 

optimization algorithms, Simulated Annealing and Genetic Algorithm, respectively. 

Finally, Section 2.6 summarizes the discussion points in the literature review. 
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2.1. Vehicle Scheduling 

According to [7], there are four basic components in bus, railway and passenger 

ferry planning process such as designing the network route, timetabling, vehicle 

scheduling and driver/crew assignment which is sequential and process simultaneously. 

The author discussed about how to assign buses to developed timetable beforehand.  

The objective of scheduling is accommodating passenger demand while covering 

timetable with the use of minimum number of homogeneous buses. The step function 

named Deficit Function (DF) approach is used to minimize the number of vehicles in 

fixed schedules while considering given tolerances for shifting departure times of 

buses. Further, in [8], author addressed the vehicle scheduling problem by considering 

trip characteristics and required type of vehicle. The constructed vehicle scheduling 

algorithm is based on deficit function theory.  

Kim et. al [9] discussed about the school bus scheduling where the trips for each 

school were given. The purpose of the solution approach is to minimize the demanded 

number of vehicles and the total distance travelled. Constraints considered are flow 

balanced constraint, travel time limitations, both trip origin and trip destination points 

are the depot and only eligible bus can assign to the trips. Further the author has 

customized the objective function and the constraints by considering the homogeneous 

fleet and heterogeneous fleet.  

In [10], authors stated that it is vital to dispatch vehicles in optimal way in the 

logistics industry With the purpose of minimizing the cost of operation and quality 

improvement of the service provided. They have considered about assigning a fleet of 

vehicles from a plant to known customers with a defined demand and soft time 

windows. Each vehicle in the fleet has the characteristics of fixed storage capacity, an 

average speed for travel, economical distance travelled per delivery trip and economical 

daily working period. The objective function of dynamic multi-trip vehicle scheduling 

problem consists operating time of the vehicles, delivery delays and overdue working 

time of vehicles. The considered constraints are maximum loading capacity of vehicle, 

economical travelling time per vehicle, one vehicle per trip constraint, condition of 

assigning a vehicle if there is a breakdown of assigned vehicle and the condition of 

vehicle can serve another customer after full-filling the assigned task. In order to 
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solving the problem, authors have introduced two stage solving strategy where tabu 

search algorithm is used to develop distribution plan at the first stage and research work 

focused real-time scheduling to make adjustments for h]the plan with the incorporation  

of local search algorithm. 

Vehicle scheduling problem in trucking industry in the context of homogeneous 

fleet, less than full truck load and single depot is discussed in [11]. The objective of the 

two target model is to minimize total driving distance and the number of trucks used 

which will be ultimately reduce the total cost. In this paper, the context of tasks that 

deliver goods from a depot to destination point which has no time windows is 

considered. The approach of scheduling vehicles handles constraints of only one car for 

each task, capacity constraint by using penalty function approach. After that, authors 

have incorporated natural coding genetic algorithm With the intention of getting an 

optimal solution while improving computing speed. Moreover, the parameters of 

genetic algorithm have been customized such as population size as 50, crossover 

probability as 0.55 and mutation probability 0.006. 

In [12], authors demonstrated that usage of Machine Learning (ML) techniques to 

automate the ready-mix concrete truck dispatching problem. For a given set of 

customers, depots, vehicles, starting points and ending points, authors have defined an 

objective function of minimizing the cost incurred. The performance of six ML 

techniques; Decision Tree, Rules, Artificial Neural Network, Support Vector 

Machine(SVM), K-Nearest Neighbors (KNN) and NavieBayes (NB) were compared to 

find a process to get the exact expert decisions for dispatching the RMC trucks. The 

results show that ML techniques perform well 

Davis et al. [13] researched the feasibility of solving truck dispatching problem by 

developing artificial neural networks. Authors considered about the assigning three 

delivery trucks from a regional distribution center to six geographically divided 

delivery zones focusing on trip only. They haven’t considered the return trip for the 

scheduling process. The multi-layer perception net has been constructed by considering 

the destination, size, weight, handling classification and route. 
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Hachemi et al. [14] proposed two phases approach for log truck scheduling problem 

in weekly context which focused on minimizing the total of transportation and 

unproductive waiting costs. The solution approach consists two phases, where 

determining destinations of log trucks for seven days from forest areas to wood mills 

focusing reduction of cost of transportation at the first phase. In the second phase, it 

considers the minimizing the cost incurred due to unproductive waiting time of daily 

transportation of logs. Constraint-based local search and constraint programming 

approaches were tested for scheduling component of the second phase where the 

constraint programming approach have given slightly better results. 

In [15], authors studied the truck scheduling problem in the context of collecting 

solid waste. The objective of solution approach is to minimize the costs consisting truck 

operating cost and fixed cost. One trip served only one time, sufficiency of vehicles and 

conservative flow conditions are considered to acquire a good solution through a 

heuristic approach which encompass an auction algorithm and a dynamic penalty 

method 

Further, due to traffic congestion, mechanical failures and accidents affect the 

vehicle schedule which leads to the rescheduling the vehicles [16]. Authors have 

developed a decision support system (DSS), a systematic procedure for prescriptive 

decision-making for both single depot scheduling and rescheduling due to disruptions. 

The key intention of the system is to minimize the involved operation and delay costs, 

under the condition that finishing uncompleted trips. Optimal solution is obtained from 

the feasible solutions with the incorporation of combined forward-backward auction 

algorithm. Amalgamation of crew scheduling for the developed DSS was one of 

recommendation of authors. 

Author of the paper titled on “Perspectives on practical aspects of truck routing and 

scheduling” mentioned that there are significantly different vehicle routing and 

scheduling consideration such that passenger transportation (Bus, taxi, Dial-a-ride, 

school buses), service operations and truck routing and scheduling or cargo 

transportation [5]. Author classified truck routing and scheduling as listed in Table 2.1. 
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2.2. Driver/ Crew Scheduling 

Li and Kwan [17] defined driver schedule as a plan that has set of shifts (the work 

carried out by a single driver per day) to cover all the required driver works. Authors 

focus on public transport driver scheduling problem. They have incorporated fuzzy set 

theory and genetic algorithm to find the best shift assignment to the schedule while 

achieving bi objectives of minimizing number of shifts and costs. 

Klabjan et al. [18] presented a solution for airline crew scheduling problem 

concerning minimizing the crew cost focusing assignment of crew itineraries to flights. 

The focused area is domestic flights of US airlines which has the hub and spoke flight 

network. The developed algorithm has two stages. The first stage consists of LP 

relaxation to “quasi” optimality where generating random pairing, solve the LP using 

primal-dual simplex algorithm and select candidate pairings/columns. The second stage 

consists of finding an integer solution branch-and-bound algorithm using the selected 

columns based on the dual information of LP relaxation.  

Further, airline crew scheduling problem has been solved using ant-colony 

optimization based algorithm in [19]. The authors have developed an algorithm with 

the objective of minimizing collective crew cost which contains duty payment, 

expenses for resting and cost for under-utilized time while adhere to the constraints of 

consecutive city constraint, working hour constraint, maximum inactive time for a duty, 

flight numbers constraint, flying hour constraint for a duty and inactive hour constraint. 

In [20], authors considered the scheduling of transport driver in public sector by 

developing a framework consisting set of shifts assigning to predefined vehicle 

schedule. With the aim of selecting the best suitable shifts considering efficiency, 

number of shifts constraint or duration, they have incorporated an Integer Linear 

Programming (ILP) approach using a specialized branch and bound technique and 

applied heuristics to adjust shifts by avoiding repetitions and refining costs. Again, they 

have checked for the genetic algorithm as an alternative for ILP. The incorporation of 

genetic algorithm is most apparent for larger problem. 
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Table 2.1: Vehicle scheduling and routing problem classification. 
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Fleet size 
One 

 
Multiple 

Fleet mix 

Physical characteristics 
Homogeneous 

Heterogeneous 

Cost structure 
Identical costs 

Different cost 

Cost component 

Routing cost 

 

Ownership cost 

Carrier truck cost 

Common cost 

Product sourcing cost 

Depot 
Single 

 
Multiple 

Nature of the demand 
Deterministic Demand size 

Stochastic Location/ Time 

Operation type 

Delivery 

 Pick up 

Mixed 

Number of trips   

Truck route time 
Limited 

 
Not limited 

Road network 

Directed 

 Undirected 

Mixed 

Distance and time 

Measured 

 
Estimated 

Mixed 

Stochastic 

 

Cost minimization 

 

Distance/ Time reduction 

Used truck minimization 

Utility maximization 

Workload balancing 

Decrease use of outside carriers 

Risk minimization 

 

Chen et al. [21] proposed an approach to solve the large scale crew scheduling 

problems in public transport with Chinese meal break rule. This approach assigns group 

of crews (shifts) to vehicle blocks; set of journeys assigned for a vehicle per day with 

the objectives of shifts minimization and operational costs. They have considered 

common constraints such as continuous working time, overall working time, overall 

driving time, meal break time and long break time, as well as special constraint for 

Chinese meal break rule which enforces a rule of crew’s meal break should be taken 

within predefined time range. Authors considered a Relief Opportunity (RO) which is 

considered as the time and location of crew breaks and piece of work has been defined 
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as a task between any consecutive ROs to generate potential shifts using heuristic 

method while considering the aforementioned objectives and constraints.  

New multi-objective metaheuristics; tabu search and genetic algorithm were 

developed considering scheduling problem for bus driver in the public bus transport 

companies [22]. A population based meta-heuristic optimization algorithm, harmony 

search has been incorporated to schedule shuttle bus drivers considering hard 

constraints and soft constraints [23].  

Khosravi et al. [24] discussed about the comprehensive approach to handle railway 

systems’ crew scheduling problem. The approach consists three phases where depth-

first-search algorithm is applied to create all the viable sequences of trips, pairings in 

the first phase. In the second phase, optimal pairings are selected using the set covering 

model by considering the objective of minimizing the total relative cost of execution 

selected pairings.  Assignment of crew groups to optimal pairings is done at phase three 

by minimizing the total cost which consists of crew cost groups to the pairings and fixed 

cost of the employment of the crew groups while adhere to the limitations such as 

covering all the pairings, maximum number of employed crew groups, minimum and 

maximum period of working shifts and overlapping of assignment for pairings.  

Yaghini et al. [25]  discussed assignment of train drivers for given train timetable 

with the intention of maximizing efficiency of the resulting schedule while meeting all 

constraints. An LP-based neighborhood by combining a tabu search meta-heuristic is 

used to develop proposed neighborhood structure. The proposed matheuristic algorithm 

initiates with a feasible solution. A new heuristic method is applied to generate an initial 

solution.  

In [26], author applied the breadth-first search algorithm for solving truck driver 

scheduling problem. Authors also allocate time windows for driving and resting hours.  

Further, Goel and Kok [27] proposed a truck scheduling approach considering 

improving safety aspects of roads and enhancing the working environment of drivers 

by adhering to European Union regulations for team drivers. Authors considered about 

scheduling working, driving, breaking and rest periods with the aim of visiting all the 
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locations within the defined time frame using a depth-first-breadth-second search 

algorithm. 

Authors in [28], presented a review of research studies regarding the truck drivers 

scheduling problem since the year 2000 and to categorize them to four criteria in which 

the main objective is to offer an overview of truck driver scheduling. They classified 

the referred articles according to the types of problems (driver, crew, and vehicle), 

nature of the goods (ordinary, hazardous), work hours regulation types (United States, 

Europe union, Canada, etc.) and the various constraints required (duty, rest duration, 

meal break, and safety). According to the classifications, authors stated that most of the 

researchers concern about the drivers’ perspective in terms of work hour regulations, 

rest and break time, safety aspects and the experience of the drivers. 

When it comes to vehicle scheduling in road freight transportation, Goel [26]  

mentioned that departure and arrival time can be scheduled with some degree of 

freedom compared to airline crew scheduling, scheduling of rail transport or mass 

transit systems. Further author addressed the lack of research on restrictions of driver’s 

working hours. 

 

2.3. Vehicle and Driver Scheduling 

Prata [29] introduced a solution which supports multiple objectives of covering 

maximum number of jobs and minimizing the idling time of vehicles between trips 

while considering the constraints of maximum number of duties, waiting time and 

working hours. The context of the solution is a single-depot-based integrated vehicle 

and crew scheduling solution [29].  

Huisman et al. [30] discussed about multiple depot vehicle and crew scheduling 

problem for the given set of trips with fixed planning horizon. The research work is 

focused on minimizing total of vehicle and crew costs while ensuring the mutually 

compatible of vehicle and the crew roster. Authors proposed an amalgamated vehicle 

and crew scheduling approach which gives significant savings compared to following 

scheduling approach. Two algorithms which are the combination of column generation 
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and Lagrangian relaxation were compared to find a feasible solution where one 

algorithm has only variables related to crew duties.  

Authors in [31] proposed a Simulated Annealing (SA) based approach with a two-

phased methodology for simultaneously scheduling vehicles and drivers for a limousine 

renting company. First, the initial solution is constructed with the incorporation of 

greedy algorithm with constraint programming techniques. Then, initial solution was 

improved at the optimization phase which was based on SA. The rental company has a 

single depot which is the base for all drivers and vehicles. The company covers a 

12000km2 geographical area of Paris city and its suburbs which partitioned to 26 zones 

while identifying major demanding destinations such as hotels and airports. These 

places are approximated to respective zone centers. Further, pre-computed travel times 

between identified locations are stored in the database. In order to capture type of the 

day and time range within the day, a threshold value have been set to avoid null value 

within zone. The time table is developed for confirmed trips in the evening of the day 

prior to the delivery date. The main objective of the proposed solution is covering as 

many as possible trip demand while the secondary objectives are to minimizing number 

of vehicles and drivers and reducing costs by minimizing the number of upgrades. 

Authors mathematically formulate a set of constraints for capacity, category, features, 

skills, maximum spread time, feasible sequences, and paring constraints. Due to the 

complexity of the constraints, a mathematical formulation based on a partial constraint 

satisfaction problem is used to express constraints. The trips are sorted in decreasing 

order of duration, subsequently labelled one by one by a driver-vehicle pair that can 

handle it. After each assignment, a forward checking procedure is applied to prevent 

future conflicts.  The initial schedule is then improved using a SA algorithm, which is 

able to find the global optimum in a large search space. Within a short time, the solution 

supplies good quality schedules in which the major part of the trips is assigned. The 

constraints are all satisfied whereas the operational costs, including the number of 

resources, the number of upgrades, and the total idle time are reduced. However, the 

results show that total idle time of drivers have increased in SA-based solution 

compared to manual scheduling. This research work forms a good basis for our problem 

though the context is somewhat different. 
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2.4. Meta-heuristics 

According to Osman and Kelly, meta-heuristic provides a framework for an iterative 

generation process to explore and exploit the search space with the objective of finding 

efficient near optimal solution [32]. Moreover, meta-heuristics can be defined as the 

high level strategies that guide search space without getting trapped in confined areas 

of search space with the goal of finding optimal solution [33]. Simulated Annealing and 

Genetic algorithms are considered as meta-heuristics which are used in combinatorial 

optimization problem. 

 

2.4.1. Simulated Annealing 

Simulated Annealing (SA) can be describes as a procedure of finding a global 

optimum by attempting to move from initial solution to one of its neighbors in the given 

neighborhood structure [34]. It is a naturally inspired meta-heuristic. The concept of 

SA initiated incorporating the concept of simulation of the annealing of solids and the 

aim of solving large combinatorial optimization problems [35].  

Authors in [34] mentioned that the there is a significant influence from parameters 

in the SA process in finding solution. The parameters of the SA process are initial 

temperature, cooling rate, epoch length and stopping condition. Initial temperature is 

the maximum temperature at the stage of starting annealing process. The value of initial 

temperature is considerably high [35]. The cooling rate has been introduced to 

determine the rate of cooling the function from initial temperature in the annealing 

process to find optimum solution. Epoch length is number of iterations at each 

temperature level [34]. Stopping condition is the rule that terminate the SA process. 

Authors in [34] have explained the typical procedure of SA as shown in Figure 2.2. 

The SA process starts with the input of initial solution. Then initial temperature and 

epoch length is defined according to the problem. The neighborhood solutions are 

generated by slightly changing the initial solution. With the intention of comparing 

neighborhood solution against initial solution, objective function is used. The objective 

function can be a minimization or maximization function according to the specific 

problems.  In the Figure 2.2, it is considered minimization problem. If the neighborhood 
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solution is better than the initial solution, it will be the initial solution for next iteration. 

If the neighborhood solution is not better than initial solution, we keep the initial 

solution as it is. This process will be repetitive until SA process meets the stopping 

condition. 

In [36], authors examined six algorithms to find an optimum solution in the context 

of dispatching ready-mix concrete trucks. They revealed that SA outperformed five 

other algorithms, namely Hill Climbing, K2, Look Ahead Hill Climbing, Repeated Hill 

Climbing, Tabu Search, and Genetic Algorithm. 

 

Figure 2.1: Simulated Annealing procedure. 

 

Further SA algorithm has characteristics such as easiness to implement when the 

neighborhood structure is devised, applicability to wide range of problems, and 

providing high quality solutions [37]. However, in order to obtain an efficient 

Step 1

•Generate an initial solution S

Step 2

•Define initial tempreature, T1 > 0 and

•epoch count k

•Objective function c(S)

Step 3

•Repetition of he the following process L (epoch length) times

•Generate a neighborhood solution S' of S

•Calculate the change in objective function; x= c(S')-c(S)

•If x<0, let S be S'

•if x>=0, let S be S' with probability

Step 4

•Stop if a given stopping condition is satisfied otherwise go to Step 3
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algorithm, we should carefully define the neighborhood structure and cooling schedule. 

For a real situation which has special features where there are less likely to have 

problem specific algorithms, SA can be used with less effort of programming and 

computing. 

 

2.4.2. Genetic Algorithm 

Genetic algorithm is inspired by natural evolution and it is a heuristic search and 

optimization technique [38]. GA has the base of “Survival of the fittest” concept. 

Parameters of genetic algorithm includes; the span of individual coding string, 

population (size of the colony), crossover probability, mutation probability and 

termination value [39]. Population is the number of feasible solutions that is used in the 

GA process. An individual solution is considered as a chromosome in GA. Crossover 

probability is the indicator of how often crossover is performed. The mutation 

probability decides how often parts of chromosome will be mutated. Authors in [40] 

explained the process of GA as shown in Figure 2.3. The first step is generating pool of 

feasible solutions as initial random population for GA process. The population size is 

determined with the complexity of the problem. When evaluating the fitness for each 

population, objective function should be defined. After evaluating fitness value, best 

individuals will be selected for mating pool and conduct the crossover process. Again, 

fitness value of newly generated solutions will be evaluated and check whether the 

optimal solution has been found. If the optimal solution is found, the process will stop. 

Or else the reproduction and crossover process will be conducted and perform mutation. 

 

2.5. Summary 

In the context of fleet management researchers have considered different aspects of 

scheduling. Mainly vehicle and the crew are the main stakeholders of transporting 

goods from one place to another. Above related work implies that, researches have 

solved the driver, crew, and vehicle scheduling problems by using various standard and 

innovative algorithms for many years. There is no ideal way to solve these problems 
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because these problems are NP hard. Moreover, each solution thoroughly depends with 

the problem context, problem size, and nature of the related constraints.  

 

Figure 2.2: Genetic Algorithm procedure. 

 

Several aforementioned related works propose to address the driver and vehicle 

scheduling problem using different optimization and machine-learning techniques. 

Therefore, it is crucial to find out an appropriate approach in a given context that 

provides an acceptable result. Moreover, the chosen approach largely depends on the 

problem context such as size of the dataset (e.g., drivers and vehicles), number of 

constraints involved, and accepted output time. The problem we focus on contains a 

relatively higher number of constraints including multiples set of objectives to be 

achieved in a priority order. Therefore, it is important to focus on computational time 

while getting an acceptable solution for truck and driver scheduling problem in the 

heavy goods delivery context.  

Step 1
•Create initial random population

Step 2
•Evaluation of fittness for each population

Step 3
•Store best individual

Step 4
•Creating mating pool

Step 5
•Creating next generation by applying crossover

Step 6

•If optimal or good solution found : stop

•If not : Continue to step 7

Step 7
•Reproduce and ignore few populations

Step 8
•Perform mutation
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3.  PROBLEM FORMULATION 

 

The chapter consists of the identified parameters, constraints, and conditions that 

affect the truck and driver scheduling process and the objective functions. The problem 

focuses on identifying the most suitable truck and driver to deliver an order while 

covering as many orders as possible along with minimizing the overall cost. As there 

are multiple plants, we assume trucks and drivers can be assigned from any plant as 

per the order demands. Therefore, no explicit home location is assumed for trucks and 

drivers. 

 

3.1. Characteristics of the problem 

Table 3.1 lists the characteristics of the focused scenario of the problem. There are 

three plants which are situated in geographically dispersed within the country which 

are capable of catering bulk cement demand. In such case, it is needed to consider 

which plant is suitable to deliver the pre-determined order. There is more than one 

vehicle to deliver heavy goods from plant to sites with the same capacity, fuel tank 

size and model. For a fleet management company, idling vehicles are a cost. Company 

tries to utilize the fleet by maintaining a drivers pool with higher number than number 

of vehicles while adhering to working and resting time rules and regulations.  

Table 3.1: Problem characteristics. 

Description Characteristic of the Problem 

Housing of vehicles/ No of plants Multiple 

Size of Available Fleet Multiple 

Type of Available Fleet Homogeneous 

Capacity of Available Fleet Same 

Total Number of Drivers Number of Drivers is higher than size of fleet 

Nature of demand/ order 
Deterministic / 1 Full Truck Load 

Predefined Delivery Time 

Location of demand Known / at nodes (Geographically dispersed) 

Operations Bulk Cement Deliveries (Drop offs to sites only) 

Costs Travel cost, Driver cost, Vehicle cost 
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Figure 3.1 summarizes the process of bulk cement delivery which is focused in the 

study. Let O be the set of orders, where each order o ∈ O has a delivery location (oDL) 

and a delivery time (oDT). These orders are to be processed by a set of trucks V and a 

set of drivers D. Each truck v ∈ V has a set of attributes such as fuel mileage with a 

load (𝑣𝑎𝑣𝑒𝑚𝑖𝑙𝑒𝑎𝑔𝑒

𝑤𝑖𝑡ℎ𝑙𝑜𝑎𝑑 ) and without a load(𝑣𝑎𝑣𝑒_𝑚𝑖𝑙𝑒𝑎𝑔𝑒
𝑛𝑜_𝑙𝑜𝑎𝑑 ). Whereas each driver d ∈ D has a 

set of attributes such as day and night rates (𝑑ℎ𝑜𝑢𝑟𝑙𝑦_𝑟𝑎𝑡𝑒
𝑡 ) and maximum working hours 

per day (𝑑max⁡_𝑤𝑜𝑟𝑘𝑖𝑛𝑔_𝑡𝑖𝑚𝑒
𝑑𝑎𝑦

) and preferred working days. Moreover, regulatory 

requirements such as maximum number of driving/working hours a day and minimum 

resting hours per driver needs to be met.  

 

 

Figure 3.1: Bulk cement delivery process. 

 

Let us assume the cost per order o is calculated based on the cost of driver cdriver, 

cost of travel ctravel, and wear and tear cost  cvehicle. If an order is not delivered there will 

be an opportunity cost. ctravel of an order depends on the distance driven with and 

without the load, fuel cost, and the fuel mileage. Whereas the cdriver depends on the 

working hours and hourly rate. cvehicle is assumed to be a percentage of the total distance 

traveled by truck while the opportunity cost is fixed value that is considered as an 

average cost per order. Our objective is to cover all orders O with trucks V, and drivers 

D, such that the cost is minimized across all the orders. 

 

3.2. Problem parameters 

Next, we describe each of the parameters and constraints in details, and then 

formulate the optimization problem.  
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When customer places an order, it contains an expected delivery date, time and 

location for each order. Table 3.2 lists the order related symbols. Table 3.3 lists the 

truck related parameters. Average fuel mileage for truck is different when it is loaded 

and empty. With that the travel cost will be varied. 𝑣𝑎𝑣𝑒_𝑚𝑖𝑙𝑒𝑎𝑔𝑒
with_load  and⁡𝑣𝑎𝑣𝑒𝑚𝑖𝑙𝑒𝑎𝑔𝑒

no_load  have 

been introduced to capture the different fuel mileages. In order to check the availability 

of truck to deliver an order, it is important to identify the current status of the truck such 

as ON_TRIP, IDLE, and ON_LEAVE. The current status of the truck is denoted by the 

symbol𝑣𝑠𝑡𝑎𝑡𝑢𝑠
𝑡 . Table 3.4 lists the driver related parameters. Similar to the truck, we 

need to check the availability of driver to deliver an order.  𝑑𝑠𝑡𝑎𝑡𝑢𝑠
𝑡  denotes the current 

status of driver. Driver’s cost is calculated with respect to their working hours. Hence, 

hourly rate for driver, 𝑑ℎ𝑜𝑢𝑟𝑙𝑦_𝑟𝑎𝑡𝑒
𝑡  has been introduced. Table 3.5 lists the solution 

related parameters. These parameters are described in Section 3.3 and 3.4 further. 

Table 3.2: Order related parameters. 

Symbol Description 

O Order 

oDT Delivery date and time of order o 

oDL Delivery location for order o 

 

Table 3.3: Truck related parameters. 

Symbol Description 

V Truck 

𝑣𝑎𝑣𝑒_𝑚𝑖𝑙𝑒𝑎𝑔𝑒
with_load

 Average fuel mileage of truck v with load 

𝑣𝑎𝑣𝑒_𝑚𝑖𝑙𝑒𝑎𝑔𝑒
no_load

 Average fuel mileage of truck v without load 

𝑣𝑙𝑜𝑎𝑑_𝑡𝑖𝑚𝑒 Time taken to load truck v 

𝑣𝑢𝑛𝑙𝑜𝑎𝑑_𝑡𝑖𝑚𝑒 Time taken to unload truck v 

𝑣𝑠𝑡𝑎𝑡𝑢𝑠
𝑡  Truck status at time t  
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Table 3.4: Driver related parameters. 

Symbol Description 

D Driver 

𝑑𝑠𝑡𝑎𝑡𝑢𝑠
𝑡  Driver status at time t  

𝑑ℎ𝑜𝑢𝑟𝑙𝑦_𝑟𝑎𝑡𝑒
𝑡  Driver hourly rate for given time 

𝑑𝑚𝑎𝑥_𝑤𝑜𝑟𝑘𝑖𝑛𝑔𝑙_𝑡𝑖𝑚𝑒
𝑑𝑎𝑦

 Maximum working time per day for driver d 

𝑑𝑐𝑢𝑚_𝑤𝑜𝑟𝑘𝑖𝑛𝑔_𝑡𝑖𝑚𝑒
𝑑𝑎𝑦

 Cumulative working hours for the day 

𝑟𝑒𝑠𝑡(𝑖, 𝑗) Resting time that a driver is entitled while driving from location i to  j 

 

Table 3.5: Solution related parameters. 

Symbol Description 

𝑐𝑑𝑟𝑖𝑣𝑒𝑟  Driver payment 

𝑐𝑡𝑟𝑎𝑣𝑒𝑙  Travel cost of delivering an order 

𝑐𝑣𝑒ℎ𝑖𝑐𝑙𝑒  Truck’s wear and tear cost 

𝑐𝑣,𝑑
𝑜  Cost for delivering order o using v & d 

𝑑𝑖𝑠𝑡(𝑖, 𝑗) Distance between location i to location j 

𝑓𝑢𝑒𝑙𝑢𝑝 Unit price of fuel 

𝑜𝐸𝑎𝑟𝑙𝑖𝑒𝑠𝑡_𝑆𝑡𝑎𝑟𝑡_𝑇𝑖𝑚𝑒 Earliest time for starting delivery of order o 

𝑜𝐿𝑎𝑡𝑒𝑠𝑡_𝑆𝑡𝑎𝑟𝑡_𝑇𝑖𝑚𝑒 Latest time for the starting delivery of order o 

𝑜𝐸𝑎𝑟𝑙𝑖𝑒𝑠𝑡_𝐸𝑛𝑑_𝑇𝑖𝑚𝑒
𝑣  Earliest time that vehicle v can complete order o including trip & return trip 

𝑜𝐿𝑎𝑡𝑒𝑠𝑡_𝐸𝑛𝑑_𝑇𝑖𝑚𝑒
𝑣  Latest time that vehicle v can complete an order o including trip and return trip 

𝑜𝐸𝑎𝑟𝑙𝑖𝑒𝑠𝑡_𝐸𝑛𝑑_𝑇𝑖𝑚𝑒
𝑑  Earliest time that driver d can complete order o including trip & return trip 

𝑜𝐿𝑎𝑡𝑒𝑠𝑡_𝐸𝑛𝑑_𝑇𝑖𝑚𝑒
𝑑  Latest time that driver d can complete order o including trip & return trip 

𝑜𝑡𝑖𝑚𝑒_𝑏𝑢𝑓𝑓𝑒𝑟 Order delivery time adjustment (+/- hours) 

𝑡(𝑖, 𝑗) Time taken to travel from location i to location j 

𝑥 Truck wear and tear factor, percentage per unit distance (per km travelled) 

 

3.3. Constraints and Conditions  

To be eligible for an order o, a driver d and a truck v need to satisfy the following 

set of constraints: 
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Driver and Truck Availability Constraints 

A driver has the flexibility of to work on any day. Hence, a driver has three states, 

namely ON_TRIP, IDLE, and ON_LEAVE according to the availability. To be available 

for an order, a driver should be either on IDLE or ON_TRIP state. Therefore, the set of 

eligible drivers for job o can be determined as follows: 

 ∀𝑑 ∈ 𝐷; 𝑑𝑠𝑡𝑎𝑡𝑢𝑠
𝑡 ⁡! = 𝑂𝑁_𝐿𝐸𝐴𝑉𝐸 → 𝑑 (3.1) 

A truck has three states, namely ON_TRIP, IDLE, and ON_LEAVE. A truck that is 

not available due to maintenance or failure (i.e., status is ON_LEAVE) is not eligible to 

deliver an order. Therefore, 

∀𝑣 ∈ 𝑉; 𝑣𝑠𝑡𝑎𝑡𝑢𝑠
𝑡 ⁡! = 𝑂𝑁_𝐿𝐸𝐴𝑉𝐸 → 𝑣                                    (3.2) 

We calculate the time taken to travel from location i to location j where estimated 

accurately using services such as the Google Maps API [18] based on plant/delivery 

location and time, traffic, and weather. Therefore, we define a travel time as t(i, j) 

where the i is starting location and j is ending location for a trip/return trip.  

An order should be delivered within the time frame of oDT  otime_buffer, where otime_buffer 

is the time that an order can be either advanced or delayed from the preferred delivery 

time, typically with the approval of the customer. Based on this we can derive two 

starting times to deliver an order, namely oearliest_start_time and olatest_start_time. For 

example, oearliest_start_time can be defined as: 

𝑂𝑒𝑎𝑟𝑙𝑖𝑒𝑠𝑡_𝑠𝑡𝑎𝑟𝑡_𝑡𝑖𝑚𝑒 =⁡𝑂𝐷𝑇 − 𝑡(𝑝𝑙𝑎𝑛𝑡, 𝑂𝐷𝐿) − 𝑣𝑙𝑜𝑎𝑑_𝑡𝑖𝑚𝑒          (3.3) 

where plant is the place where the goods are loaded and vload_time is the time taken to 

load the goods to the truck. Similarly, we can derive two job end times; 

𝑜𝑒𝑎𝑟𝑙𝑖𝑒𝑠𝑡_𝑒𝑛𝑑_𝑡𝑖𝑚𝑒
𝑣 and 𝑜𝑙𝑎𝑡𝑒𝑠𝑡_𝑒𝑛𝑑_𝑡𝑖𝑚𝑒

𝑣  for a given v and 𝑜𝑒𝑎𝑟𝑙𝑖𝑒𝑠𝑡_𝑒𝑛𝑑_𝑡𝑖𝑚𝑒
𝑑  and 

𝑜𝑙𝑎𝑡𝑒𝑠𝑡_𝑒𝑛𝑑_𝑡𝑖𝑚𝑒
𝑑  for given driver d as follows: 

𝑜𝑒𝑎𝑟𝑙𝑖𝑒𝑠𝑡_𝑒𝑛𝑑_𝑡𝑖𝑚𝑒
𝑣 = 𝑜𝑒𝑎𝑟𝑙𝑖𝑒𝑠𝑡_𝑠𝑡𝑎𝑟𝑡_𝑡𝑖𝑚𝑒 + 𝑡(𝑝𝑙𝑎𝑛𝑡, 𝑜𝐷𝐿) + 𝑣𝑙𝑜𝑎𝑑_𝑡𝑖𝑚𝑒 +

𝑟𝑒𝑠𝑡(𝑝𝑙𝑎𝑛𝑡, ⁡𝑜𝐷𝐿) + 𝑣𝑢𝑛𝑙𝑜𝑎𝑑_𝑡𝑖𝑚𝑒 + 𝑡(𝑜𝐷𝐿 , 𝑝𝑙𝑎𝑛𝑡)                       (3.4) 

𝑜𝑒𝑎𝑟𝑙𝑖𝑒𝑠𝑡_𝑒𝑛𝑑_𝑡𝑖𝑚𝑒
𝑑 = 𝑜𝐸𝑎𝑟𝑙𝑦_𝑆𝑡𝑎𝑟𝑡_𝑇𝑖𝑚𝑒 + 𝑡(𝑝𝑙𝑎𝑛𝑡, 𝑜𝐷𝐿) + 𝑣𝑙𝑜𝑎𝑑_𝑡𝑖𝑚𝑒 +

𝑟𝑒𝑠𝑡(𝑝𝑙𝑎𝑛𝑡, ⁡𝑜𝐷𝐿) + 𝑣𝑢𝑛𝑙𝑜𝑎𝑑_𝑡𝑖𝑚𝑒 + 𝑡(𝑜𝐷𝐿 , 𝑝𝑙𝑎𝑛𝑡) + 𝑑𝑟𝑒𝑠𝑡(𝑜𝐷𝐿 , 𝑝𝑙𝑎𝑛𝑡)   (3.5) 
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Similarly, 𝑜𝑙𝑎𝑡𝑒𝑠𝑡_𝑒𝑛𝑑_𝑡𝑖𝑚𝑒
𝑣  and 𝑜𝑙𝑎𝑡𝑒𝑠𝑡_𝑒𝑛𝑑_𝑡𝑖𝑚𝑒

𝑑  can be derived. 

Feasibility Constraint for Drivers and Trucks 

If the driver d is IDLE within a given time frame (t1, t2), the driver is eligible to 

deliver an order o only if: 

𝑜𝑒𝑎𝑟𝑙𝑖𝑒𝑠𝑡_𝑠𝑡𝑎𝑟𝑡_𝑡𝑖𝑚𝑒 < 𝑡1 < 𝑜𝑙𝑎𝑡𝑒𝑠𝑡_𝑠𝑡𝑎𝑟𝑡_𝑡𝑖𝑚𝑒 ⁡∩ 𝑜𝑒𝑎𝑟𝑙𝑖𝑒𝑠𝑡_𝑒𝑛𝑑_𝑡𝑖𝑚𝑒
𝑑 < 𝑡2⁡ <

⁡𝑜𝑙𝑎𝑡𝑒𝑠𝑡_𝑒𝑛𝑑_𝑡𝑖𝑚𝑒
𝑑                                                                                             (3.6) 

If the truck v is IDLE within (t1, t2), a vehicle v is eligible to deliver an order o only if: 

𝑜𝑒𝑎𝑟𝑙𝑖𝑒𝑠𝑡_𝑠𝑡𝑎𝑟𝑡_𝑡𝑖𝑚𝑒 < 𝑡1 ⁡< 𝑜𝑙𝑎𝑡𝑒𝑠𝑡_𝑠𝑡𝑎𝑟𝑡_𝑡𝑖𝑚𝑒 ⁡∩ 𝑜𝑒𝑎𝑟𝑙𝑖𝑒𝑠𝑡_𝑒𝑛𝑑_𝑡𝑖𝑚𝑒
𝑣 < 𝑡2⁡ <

⁡𝑜𝑙𝑎𝑡𝑒𝑠𝑡_𝑒𝑛𝑑_𝑡𝑖𝑚𝑒
𝑣                                                            (3.7) 

Working and Resting Hour Constraints 

A driver d should not exceed the maximum allowed working hours per day, which 

can be stated as follows: 

𝑑𝑐𝑢𝑚_𝑤𝑜𝑟𝑘𝑖𝑛𝑔_𝑡𝑖𝑚𝑒
𝑑𝑎𝑦

<⁡𝑑𝑚𝑎𝑥_𝑤𝑜𝑟𝑘𝑖𝑛𝑔_𝑡𝑖𝑚𝑒
𝑑𝑎𝑦

                      (3.8) 

For regulatory purposes and to ensure the safety and the good health of the driver, 

it is important to allocate resting time for a driver within the working hours and after 

completing a trip. It is denoted by 𝑟𝑒𝑠𝑡(𝑖, 𝑗). 

𝑟𝑒𝑠𝑡(𝑖, 𝑗) = ⁡{

15𝑚𝑡𝑠, 𝑡(𝑖, 𝑗) ≤ 270𝑚𝑡𝑠
(𝑡(𝑖, 𝑗) ∗ 0.4872 − 101.544), 270𝑚𝑡𝑠 < 𝑡(𝑖, 𝑗) < 1440𝑚𝑡𝑠

600𝑚𝑡𝑠, 𝑡(𝑖, 𝑗) ≥ 1440𝑚𝑡𝑠

               (3.9) 

 

3.4. Optimization problem 

Given O, V, and D, our primary objective is to cover as many orders as possible. 

This is required to improve customer satisfaction, as most of the customers in the heave 

good delivery industry are engaged in long-term business relationships. We want to 

further satisfy the secondary objective of minimizing the overall cost of deliveries. To 

minimize the cost, it is important to find the most appropriate (d, v) pair for an order 
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within the customer requested delivery time frame. Moreover, drivers and trucks should 

not be idle because it is an unnecessary cost for the company due to not having enough 

orders. Therefore, the objective function can be formulated as follows: 

 𝑀𝑖𝑛⁡ ∑ 𝑐𝑣,𝑑
𝑜

𝑜∈𝑂,
𝑣∈𝑉

                                       (3.10) 

where 𝑐𝑣,𝑑
𝑜  is the cost of allocating vehicle v with driver d for order o which can be 

defined as: 

𝑐𝑣,𝑑
𝑜 =⁡𝑐𝑡𝑟𝑎𝑣𝑒𝑙 + 𝑐𝑑𝑟𝑖𝑣𝑒𝑟 + 𝑐𝑣𝑒ℎ𝑖𝑐𝑙𝑒                    (3.11) 

𝑐𝑡𝑟𝑎𝑣𝑒𝑙 = {(𝑣𝑎𝑣𝑒_𝑚𝑖𝑙𝑒𝑎𝑔𝑒
𝑤𝑖𝑡ℎ_𝑙𝑜𝑎𝑑 ∗ 𝑑𝑖𝑠𝑡(𝑖, 𝑗)) + (𝑣𝑎𝑣𝑒_𝑚𝑖𝑙𝑒𝑎𝑔𝑒

𝑛𝑜_𝑙𝑜𝑎𝑑 ∗ 𝑑𝑖𝑠𝑡(𝑖, 𝑗))} ∗ 𝑓𝑢𝑒𝑙𝑢𝑝

             (3.12) 

𝑐𝑑𝑟𝑖𝑣𝑒𝑟 = 𝑑ℎ𝑜𝑢𝑟𝑙𝑦_𝑟𝑎𝑡𝑒
𝑡 ∗ 𝑑𝑡𝑟𝑎𝑣𝑒𝑙_𝑡𝑖𝑚𝑒               (3.13) 

 𝑐𝑣𝑒ℎ𝑖𝑐𝑙𝑒 = 𝑥 ∗ 𝑐𝑡𝑟𝑎𝑣𝑒𝑙           (3.14) 
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4.  SOLUTION APPROACH 

 

We consider a scenario where deliveries are based on a 24x7 schedule and an order 

as a full truckload. This does not eliminate the possibility of catering for batch orders 

as the only requirement is to ensure multiple trucks deliver as per the ODL. We assume 

that the schedule for next day’s delivery orders will be determined on the previous 

evening based on the confirmed orders, available trucks, and drivers. Here the 

confirmed order list is fixed and changes for next day order list is not considered at this 

stage.  

As shown in Figure 4.1, the proposed solution consists of a rule checker to enforce 

the constraints and conditions, as well as an optimization phase that attempts to cover 

as many as orders possible while minimizing the overall costs incurred. Once the initial 

solution is generated, SA algorithm is used to optimize the (o, d, v) mapping per order 

such that the order coverage is maximized and the cost is minimized. 

 

 

Figure 4.1: Visual representation of solution approach. 

 

4.1. Rule Checker 

Given set of orders O, vehicles V, and drivers D, rule checker evaluates the 

constraints defined in Section 3.3. This reduces the search space as the number of 

potential trucks and drivers to be assigned to a job depend on availability, delivery time, 

Solution

Rule 
Cheker

Scheduler

Rule Checker-
Neighborhood 

Solutions
Simulated Annealing
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delivery location, buffer, and resting and operating hours. Because this is an NP-hard 

problem [41], to achieve an acceptable solution, it is important to reduce the search 

space. Based on the set of potential vehicles and drivers for a given order, an initial 

solution is derived by randomly assigning a (d, v) pair for an eligible order o.  

Figure 4.2 shows the sequential constraint enforcement process and achieving the 

objectives. The process starts with reducing the search space by checking the 

availability of driver and the vehicle. Once a driver and a truck are assigned to an order, 

their status and availability will change. For example, their status will be updated to 

ON_TRIP for the time range of order delivery including trip and return trip. They 

cannot be assigned to another order within that period. As mentioned in Section 3.7, 

drivers and vehicles will be filtered out.  Then the earliest start time and the latest start 

time for delivering order is calculated by considering order delivery time, travel time, 

resting time for driver and buffer time. Further early end time and late end time is 

calculated separately for driver and vehicle. Using those parameters, the feasibility of 

assigned vehicles and drivers will be checked. Finally, it enforces the condition of 

maximum hours per day for the drivers. Finally, filtered drivers and vehicles are 

randomly assigned to the selected order. Depending on the availability of drivers and 

trucks, some orders maybe left unassigned at the end of scheduling. For such orders, 

there is a fixed opportunity cost for the freight management company which is 

calculated as an average cost for orders considering the time for delivery as a day and 

average distance for orders. As the final step of the rule checker, total cost for all orders 

is calculated. The result from the rule checker is the input for order scheduler. 

 

4.2. Order Scheduler 

Order schedule is the second step of the automation problem. After rule checking stage, 

then the eligible (o, v, d) combinations are further processed through SA algorithm to 

find an optimal solution while maximizing the order coverage and minimizing the 

overall cost in the order scheduler phase. In this stage, the initial solution will be 

changed slightly and go through the rule checker stage to check the eligibility of 

adjusted assignments of vehicles and drivers to an order. In this solution approach rule 
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checker plays duel role of generating initial rule checker and checking the eligibility of 

assigned pairs. 

SA is used in many global optimization problems in a wide range of domains. The 

SA algorithm is characterized by an initial temperature, epoch length, cooling function 

and a cooling rate, and stopping condition [34] .SA algorithm is best known for solving 

the combinatorial problems [10] and large-scale optimization problems. In such as case, 

truck and driver scheduling for BCD can be considered as a large-scale optimization 

problem where it is required to use SA algorithm to find a global optimum solution 

from a finite number of solutions within reasonable computational time [35]. As 

mentioned in Section 2.4, the process of order scheduler follows the SA algorithm steps 

while incorporating rule checker.  

Optimization search algorithms mostly optimize a cost or distance matrix. In our 

solution, our primary objective is to cover all possible orders and then our secondary 

objective is to optimize cost matrix to minimize the overall order delivery cost. We also 

able to get a stable solution within acceptable time and results will be discussed in next 

chapter. 
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Figure 4.2: Solution process. 

∀𝒗 ∈ 𝑽;⁡𝒗𝒔𝒕𝒂𝒕𝒖𝒔
𝒕 !𝑶𝑵_𝑳𝑬𝑨𝑽𝑬 → 𝒗 

∀𝒅 ∈ 𝑫;⁡𝒅𝒔𝒕𝒂𝒕𝒖𝒔
𝒕 ! 𝑶𝑵_𝑳𝑬𝑨𝑽𝑬 → 𝒅 

𝒐𝒆𝒂𝒓𝒍𝒊𝒆𝒔𝒕_𝒔𝒕𝒂𝒓𝒕_𝒕𝒊𝒎𝒆 ⁡= ⁡𝒐𝑫𝑻⁡⁡– ⁡𝒕(𝒑𝒍𝒂𝒏𝒕, 𝒐𝑫𝑳)⁡–⁡𝒗𝒍𝒐𝒂𝒅_𝒕𝒊𝒎𝒆–⁡𝒐𝒕𝒊𝒎𝒆_𝒃𝒖𝒇𝒇𝒆𝒓 

𝒐𝒍𝒂𝒕𝒆𝒔𝒕_𝒔𝒕𝒂𝒓𝒕_𝒕𝒊𝒎𝒆 ⁡= ⁡𝒐𝑫𝑻– ⁡𝒕(𝒑𝒍𝒂𝒏𝒕, 𝒐𝑫𝑳)⁡–⁡𝒗𝒍𝒐𝒂𝒅_𝒕𝒊𝒎𝒆 +⁡𝒐𝒕𝒊𝒎𝒆_𝒃𝒖𝒇𝒇𝒆𝒓⁡ 

 

𝒐𝒆𝒂𝒓𝒍𝒊𝒆𝒔𝒕_𝒆𝒏𝒅_𝒕𝒊𝒎𝒆
𝒗

= 𝒐𝑬𝒂𝒓𝒍𝒚_𝑺𝒕𝒂𝒓𝒕_𝑻𝒊𝒎𝒆 + 𝒕(𝒑𝒍𝒂𝒏𝒕, 𝒐𝑫𝑳) + 𝒗𝒍𝒐𝒂𝒅_𝒕𝒊𝒎𝒆 + 𝒅𝒓𝒆𝒔𝒕(𝒑𝒍𝒂𝒏𝒕,𝒐𝑫𝑳)
+ 𝒗𝒖𝒏𝒍𝒐𝒂𝒅_𝒕𝒊𝒎𝒆 + 𝒕(𝒐𝑫𝑳, 𝒑𝒍𝒂𝒏𝒕) 

𝒐𝒍𝒂𝒕𝒆𝒔𝒕_𝒆𝒏𝒅_𝒕𝒊𝒎𝒆
𝒗 = 𝒐𝒍𝒂𝒕𝒆𝒔𝒕_𝑺𝒕𝒂𝒓𝒕_𝑻𝒊𝒎𝒆 + 𝒕(𝒑𝒍𝒂𝒏𝒕, 𝒐𝑫𝑳) + 𝒗𝒍𝒐𝒂𝒅_𝒕𝒊𝒎𝒆 + 𝒅𝒓𝒆𝒔𝒕(𝒑𝒍𝒂𝒏𝒕,𝒐𝑫𝑳)

+ 𝒗𝒖𝒏𝒍𝒐𝒂𝒅_𝒕𝒊𝒎𝒆 + 𝒕(𝒐𝑫𝑳, 𝒑𝒍𝒂𝒏𝒕) 

𝒐𝒆𝒂𝒓𝒍𝒊𝒆𝒔𝒕_𝒆𝒏𝒅_𝒕𝒊𝒎𝒆
𝒅

= 𝒐𝑬𝒂𝒓𝒍𝒚_𝑺𝒕𝒂𝒓𝒕_𝑻𝒊𝒎𝒆 + 𝒕(𝒑𝒍𝒂𝒏𝒕, 𝒐𝑫𝑳) + 𝒗𝒍𝒐𝒂𝒅_𝒕𝒊𝒎𝒆 + 𝒅𝒓𝒆𝒔𝒕(𝒑𝒍𝒂𝒏𝒕,𝒐𝑫𝑳)
+ 𝒗𝒖𝒏𝒍𝒐𝒂𝒅_𝒕𝒊𝒎𝒆 + 𝒕(𝒐𝑫𝑳, 𝒑𝒍𝒂𝒏𝒕) + 𝒅𝒓𝒆𝒔𝒕(𝒐𝑫𝑳, 𝒑𝒍𝒂𝒏𝒕) 

𝒐𝒍𝒂𝒕𝒆𝒔𝒕_𝒆𝒏𝒅_𝒕𝒊𝒎𝒆
𝒅 = 𝒐𝒍𝒂𝒕𝒆𝒔𝒕_𝑺𝒕𝒂𝒓𝒕_𝑻𝒊𝒎𝒆 + 𝒕(𝒑𝒍𝒂𝒏𝒕, 𝒐𝑫𝑳) + 𝒗𝒍𝒐𝒂𝒅_𝒕𝒊𝒎𝒆 + 𝒅𝒓𝒆𝒔𝒕(𝒑𝒍𝒂𝒏𝒕,𝒐𝑫𝑳)

+ 𝒗𝒖𝒏𝒍𝒐𝒂𝒅_𝒕𝒊𝒎𝒆 + 𝒕(𝒐𝑫𝑳, 𝒑𝒍𝒂𝒏𝒕) + 𝒅𝒓𝒆𝒔𝒕(𝒐𝑫𝑳, 𝒑𝒍𝒂𝒏𝒕) 

 

 𝒐𝑬𝒂𝒓𝒍𝒚_𝑺𝒕𝒂𝒓𝒕_𝑻𝒊𝒎𝒆 < 𝒕𝟏 < 𝒐𝑳𝒂𝒕𝒆_𝑺𝒕𝒂𝒓𝒕_𝑻𝒊𝒎𝒆 ⁡∩ 𝒐𝑬𝒂𝒓𝒍𝒚𝑬𝒏𝒅𝑻𝒊𝒎𝒆

𝒅 < 𝒕𝟐⁡ <⁡𝒐𝑳𝒂𝒕𝒆_𝑬𝒏𝒅_𝑻𝒊𝒎𝒆
𝒅 → 𝒅 

 

𝒐𝑬𝒂𝒓𝒍𝒚_𝑺𝒕𝒂𝒓𝒕_𝑻𝒊𝒎𝒆 < 𝒕𝟏 < 𝒐𝑳𝒂𝒕𝒆_𝑺𝒕𝒂𝒓𝒕_𝑻𝒊𝒎𝒆 ⁡∩ 𝒐𝑬𝒂𝒓𝒍𝒚𝑬𝒏𝒅𝑻𝒊𝒎𝒆

𝒗 < 𝒕𝟐⁡ <⁡𝒐𝑳𝒂𝒕𝒆_𝑬𝒏𝒅_𝑻𝒊𝒎𝒆
𝒗 → 𝒗⁡ 

 

𝒅𝒄𝒖𝒎_𝒘𝒐𝒓𝒌𝒊𝒏𝒈_𝒕𝒊𝒎𝒆
𝒅𝒂𝒚

<⁡𝒅𝒎𝒂𝒙_𝒘𝒐𝒓𝒌𝒊𝒏𝒈𝒍_𝒕𝒊𝒎𝒆
𝒅𝒂𝒚

 

New order o 

𝑴𝒊𝒏⁡ ∑ 𝒄𝒗,𝒅
𝒐

𝒐∈𝑶,
𝒗∈𝑽
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5.  PERFORMANCE ANALYSIS 

 

The chapter consists of the descriptive analysis of a case: real bulk cement 

distribution, workload creation for the proposed solution approach incorporating 

behaviors and patterns of orders, drivers and trucks which were identified from 

descriptive analysis and detailed discussion of the results obtained from the proposed 

solution approach. In the Section 5.3, optimized solution is compared with the manual 

solution with reference to order coverage and cost per km. The impact of buffer hours 

and delays due to sudden situations to the optimized solution is analyzed. Moreover, 

the impact to the optimized solution with changes of parameters in SA and GA were 

discussed.  

 

5.1. Descriptive Analysis of a Case: Real Bulk Cement Distribution 

The Table 5.1 shows the characteristics of the dataset received. The selected dataset 

for fleet consists 13 trucks and one bike, two multiple plants with 53 sites and other 33 

service areas as shown in Figure 5.1 for outward and inward journeys between June 1 

and 30th June 2016. Out of 13 trucks, six trucks were not used for the analysis due to 

not having recorded data, error in fuel sensor and vehicle category. The trucks are fitted 

with GPS devices and fuel sensors. When consider about the fuel sensor type and fuel 

tank characteristics of the selected trucks, we can conclude that the fleet is 

homogeneous. 

For the descriptive analysis, following parameters were used: 

• Timestamp (date and time) 

• Longitude 

• Latitude 

• Ignition status (1 – ignition on or 0 – ignition off) 

• Current battery voltage  

• Odometer reading 

When consider about the data pre-processing, following steps was been taken: 
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• Latitude and longitude were used to identify the locations such as depots, sites 

and service areas. The Figure 5.1 shows the identified plants and sites. Further, 

the data was clustered according to the trips using these points. It can be seen 

that the customer sites are geographically dispersed. 

• In order to calculate fuel level for the given battery voltage in specific time, 

following formula was used. 

𝐹𝑢𝑒𝑙⁡𝐿𝑒𝑣𝑒𝑙 =
(𝐹𝑢𝑒𝑙⁡𝑉𝑜𝑙𝑡𝑎𝑔𝑒−𝐹𝑢𝑒𝑙⁡𝑀𝑖𝑛⁡𝑉𝑜𝑙𝑡𝑎𝑔𝑒)∗𝑇𝑎𝑛𝑘⁡𝑆𝑖𝑧𝑒

𝐹𝑢𝑒𝑙⁡𝑀𝑎𝑥⁡𝑉𝑜𝑙𝑎𝑡𝑒𝑔𝑒−𝐹𝑢𝑒𝑙⁡𝑀𝑖𝑛⁡𝑉𝑜𝑙𝑡𝑎𝑔𝑒
     (5.1) 

• Odometer reading was used to calculate distance traveled between two 

consecutive points. 

Table 5.1: Dataset summary. 

 

 

 Vehicle id Fuel sensor type Fuel max 

voltage 

Fuel min 

voltage 

Tank 

size 

(L) 

Data Status 

1 LY-0234 1-Capacitive 70 6000 500  

2 LY-0354 1-Capacitive 70 6000 500  

3 LY-0547 1-Capacitive 70 6000 500  

4 LY-0549 1-Capacitive 70 6000 500  

5 LY-0552 1-Capacitive 70 6000 500  

6 LY-0560 1-Capacitive 70 6000 500  

7 LY-0561 1-Capacitive 70 6000 500  

8 LY-0551 1-Capacitive 70 6000 500 Error in fuel sensor 

9 LY-0558 1-Capacitive 70 6000 500 Error in fuel sensor 

10 LY-0121 1-Capacitive 70 6000 500 Data not recorded 

in csv. File 

11 LY-0321 1-Capacitive 70 6000 500 Data not recorded 

in csv. File 

12 LY-0353 1-Capacitive 70 6000 500 Data not recorded 

in csv. File 

13 JN-2075 1-Capacitive 70 6000 500 Not considered as 

prime mover 

14 BBY-6696 0-Analog 0 12000 12 Bike 
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Figure 5.1: Geographical representation of plants and sites. 

 

5.1.1. Trip Summary 

Table 5.2 summarize the performance of vehicle in terms of distance, fuel 

consumption and fuel mileages. Total identified trips for the selected seven trucks was 

639 where the fuel mileage deviates between 902.55 Km/L to 0 Km/L. For further 

analysis, it is decided to consider average fuel mileage of the heavy goods distribution 

fleet lies between 0.1 Km/L to 6 Km/L. According to the assumption, all the trips which 

did not comply with the rule considered as outliers. All the trips of truck which has the 

gray colored record, were filtered out due the fuel mileage is 0.02 Km/L. 
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Table 5.2: Trip summary with outliers. 

With Outliers 

Truck Reg. 

No 

Total Distance 

Travelled 

(Km) 

Total Fuel 

Consumption 

(L) 

Fuel 

Mileage 

(Km/L) 

Max Fuel 

Mileage 

(Km/L) 

Min Fuel 

Mileage 

(Km/L) 

LY-0234 4,676.43 1,699.83 2.75 13.60 0.00 

LY-0354 2,762.62 2,982.29 0.93 21.40 0.08 

LY-0547 6,238.24 7,796.80 0.80 3.53 0.00 

LY-0549 3,669.51 22,121.42 0.17 27.49 0.00 

LY-0552 8,643.06 494,180.43 0.02 0.13 0.00 

LY-0560 7,106.85 59,430.86 0.12 0.96 0.00 

LY-0561 3,806.27 786.07 4.84 902.55 0.25 

 

Total number of trips without outliers was 392 where it represents 61% of the total 

identified trips. Table 5.3 summarizes the findings after filtered out the outliers. The 

maximum recorded fuel mileage is 5.53 Km/L while the minimum is 0.10Km/L. 

Further, Table 5.4 shows the ranges of fuel mileages per truck. The average fuel 

mileages of all the trucks are less than 3Km/L where the maximum average fuel mileage 

is 2.91 Km/L.  

Table 5.3: Trip summary without outliers. 

Without Outliers 

Truck 

Reg. No 

Total Distance 

Travelled 

(Km) 

Total Fuel 

Consumption 

(L) 

Fuel 

Mileage 

(Km/L) 

Max Fuel 

Mileage 

(Km/L) 

Min Fuel 

Mileage 

(Km/L) 

LY-0234 3,962.88 1,633.22 2.43 4.95 0.11 

LY-0354 2,711.41 2,862.56 0.95 5.53 0.16 

LY-0547 6,232.06 7,697.30 0.81 3.53 0.14 

LY-0549 2,658.37 7,923.27 0.34 4.67 0.11 

LY-0560 6,293.72 38,227.66 0.16 0.96 0.10 

LY-0561 2,012.79 690.72 2.91 5.87 0.25 
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Table 5.4: Fuel mileage distribution. 

Truck Reg. No 
Max Fuel Mileage 

Km/L 

Min Fuel Mileage 

Km/L 

Total Fuel 

Consumption (L) 

LY-0234 4.95 0.11 2.43 

LY-0354 5.53 0.16 0.95 

LY-0547 3.53 0.14 0.81 

LY-0549 4.67 0.11 0.34 

LY-0560 0.96 0.10 0.16 

LY-0561 5.87 0.25 2.91 

 

The filtered trips were analyzed for the aspects such as trip distribution by date, day 

of the week and day and night. Further vehicle profiles and distance profile were 

generated to get better understanding about the background of the problem. 

 

5.1.2. Trip Distribution 

The average number of trips and return trips per day is 21 where the maximum 

number of trips were recorded in 29th June 2016 as 42 and lowest number of trips were 

recorded in 18th and 19th June 2018 as 5. According to the Figure 5.2, we can see a 

significant reduction of trips and return trips in 18th and 19th June 2016 since those 

days were mercantile holidays. In 19th June 2016, there were no recorded trips. 

Compared to the average number of trips there is a 76% of trips reduction in those 

days.  Another observation is there are less no of trips during holidays while there were 

higher number of trips at the beginning and end of the month. 
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Figure 5.2: Trip distribution by date. 

If we consider about the trip distribution which shown in Figure 5.3, according to 

the day of the week, highest number of trips were recorded in Wednesday while the 

lowest no of trips was in Sunday. During the mid of the week, trip distribution high 

while the end of the week, the trip distribution is low. The average trip distribution is 

shown in Figure 5.4, where Wednesday has highest average number of trips of 20. The 

average number of trips per week is 98. 

Figure 5.5 shows that there is balanced day and night trip distribution in the month 

where the average number of day or night trips per day is 13. Hence, we can assumed 

that the BCD industry operates 24x7 schedule. 

 

5.1.3. Distance Profile 

When consider about the distance profile as shown in Figure 5.6, the lowest distance 

was recorded for a holiday while the average distance travelled per day is 823.15 Kms. 

The recorded lowest distance travelled per date is 44 Kms without considering the 19th 

June 2016 while the recorded highest distance travelled for a day is 1966.54Kms. 
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Figure 5.3: Trip distribution by the day of the week. 

 

 

Figure 5.4: Average trip distribution by the day of the week. 

 



36 
 

 

 

Figure 5.5: Trip distribution by time zone. 

 

Figure 5.6: Distance travelled by the date of the month of June 2016. 
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5.1.4. Vehicle Profile 

In our solution approach, truck plays a vital role with its performance and the 

availability. Hence, it is important to identify the vehicle performance in real case. 

Table 5.5 summarizes the performance of trucks. According to the dataset average 

trips per day per truck is 3 while there is deviation of operating hours per day. The 

average operating hours per day per truck is 7-hours. The availability of trucks within 

a month to deliver orders are different with a range of 19 days to 26 days. The average 

number of working days per truck per month is 22 days. Figure 5.7 shows the average 

fuel mileages of respective trucks. The average fuel mileage of a truck lies between 

0.0KmL and 3.0KmL. The average fuel mileage per truck is 1.27 Km/L.  

In the real scenario, truck and driver is a one entity which Figure 5.8 represents the 

average operating hours against vehicle. Three of the vehicles are above or equal to 8-

hours while three are less. 

 

Table 5.5: Vehicle profile 

Truck 

ID 

Distance 

Travelle

d (Km) 

Fuel 

Consumptio

n (L) 

Average 

Fuel 

Mileage 

(Km/L) 

No of 

Workin

g Days 

Operatin

g Hours 

(H) 

Average 

Operatin

g Hours 

(H) 

No  of 

trips 

per day 

LY-0234 3,962.88 1,633.22 2.43 20 165.45 8 3 

LY-0354 2,711.41 2,862.56 0.95 20 132.20 7 4 

LY-0547 6,232.06 7,697.30 0.81 24 233.14 10 4 

LY-0549 2,658.37 7,923.27 0.34 19 109.54 6 3 

LY-0560 6,293.72 38,227.66 0.16 26 236.23 9 3 

LY-0561 2,012.79 690.72 2.91 24 103.00 4 2 
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Figure 5.7: Truck vs. fuel mileage. 

 

 

Figure 5.8: Truck vs. average operating hours. 
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5.2. Workload Creation 

A set of synthetic workloads were generated by referring to the behavior of 

aforementioned real-world BCD Company in Sri Lanka. We considered three plants 

and multiple sites which are geographically dispersed within Sri Lanka. All distances 

related to scheduling such as the distance between plant and site, as well as travel times 

are taken from the Google Distance API [42] to achieve more reliable estimates of 

distances and travel times. 

Table 5.6, 5.7 and 5.8 shows the summary of the synthetic dataset used for the 

analysis. The total number of trucks in the dataset is 25 and the total number of drivers 

is 39. Because the plant near Colombo (i.e., commercial capital) has the highest number 

of order fulfillment, assignment of trucks and the drivers for the plant is matching with 

the order distribution for the plant. Because the problem runs in a dynamic environment, 

the results are calculated as a unit cost. We assume that the unit cost for fuel is one, unit 

daytime hourly rate for the driver as 100, and the nighttime rate is 25% higher than the 

daytime rate, and the wear and tear factor is set to 10% of the distance traveled. 

Table 5.6: Summary of the workload creation. 

Day No of Orders No of Available Trucks No of Available Drivers 

Monday 38 14 33 

Tuesday 52 19 33 

Wednesday 70 22 34 

Thursday 60 20 32 

Friday 46 15 28 

Saturday 43 15 27 

Sunday 35 13 28 
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Table 5.7: Truck details. 

Truck 

ID 

Fuel 

Mileage 

with 

load 

Km/L 

Fuel 

Mileage 

no load 

Km/L 

Load 

time 

H 

Unloading 

time H 
Mon Tue Wed Thu Fri Sat Sun 

V1 2 2.32 0.5 0.5 1 1 1 1 1 1 0 

V2 0.7 0.91 0.5 0.5 0 1 1 1 1 0 0 

V3 0.6 0.81 0.6 0.6 0 1 0 1 0 0 1 

V4 0.53 0.72 0.5 0.5 0 1 1 1 1 1 1 

V5 0.5 0.8 0.4 0.4 1 1 1 1 0 0 0 

V6 0.35 0.46 0.9 0.9 0 0 1 0 1 0 1 

V7 2 2.58 1 1 1 1 1 1 0 1 1 

V8 0.75 1 0.5 0.5 1 1 1 1 1 1 1 

V9 0.5 0.8 0.5 0.5 0 0 1 1 1 0 0 

V10 0.6 0.81 0.6 0.6 1 1 1 1 1 1 0 

V11 0.53 0.72 0.5 0.5 0 0 1 1 0 1 1 

V12 2 2.75 0.4 0.4 1 1 1 1 1 1 1 

V13 0.53 0.86 0.9 0.9 0 0 0 0 1 1 0 

V14 0.75 1 0.5 0.5 1 1 1 1 0 1 0 

V15 0.5 0.8 0.5 0.5 0 1 1 1 1 1 1 

V16 2 2.32 0.5 0.5 1 1 1 1 1 0 0 

V17 0.7 0.91 0.5 0.5 0 1 0 1 1 0 1 

V18 0.6 0.81 0.6 0.6 1 1 1 0 0 1 1 

V19 0.53 0.72 0.5 0.5 1 1 1 1 0 0 1 

V20 0.75 1 0.4 0.4 1 1 1 1 1 1 0 

V21 0.5 0.8 0.9 0.9 0 0 1 1 1 1 1 

V22 2 2.58 1 1 0 1 1 1 1 0 0 

V23 0.75 1 0.5 0.5 1 1 1 1 0 1 1 

V24 0.5 0.8 0.5 0.5 1 0 1 0 0 0 0 

V25 0.6 0.81 0.6 0.6 1 0 1 0 0 1 0 
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Table 5.8: Driver details. 

Driver 

ID 

Available 

Hours per 

Day 

Mon Tue Wed Thu Fri Sat Sun 

D1 8 Idle Idle Idle Idle Idle Idle Idle 

D2 7 Idle Idle Idle Idle Idle Idle Idle 

D3 8 Idle Idle Idle Idle Idle Idle Idle 

D4 12 On_Leave Idle Idle Idle Idle Idle Idle 

D5 6 Idle Idle Idle Idle On_Leave Idle On_Leave 

D6 8 Idle On_Leave On_Leave Idle Idle Idle Idle 

D7 8 Idle Idle Idle Idle Idle Idle Idle 

D8 9 Idle On_Leave On_Leave Idle Idle Idle Idle 

D9 12 Idle Idle Idle Idle Idle Idle Idle 

D10 7 On_Leave Idle Idle On_Leave On_Leave Idle Idle 

D11 8 Idle Idle Idle Idle Idle Idle Idle 

D12 7 Idle Idle Idle Idle Idle Idle Idle 

D13 8 Idle Idle Idle Idle Idle Idle Idle 

D14 12 Idle Idle Idle Idle On_Leave On_Leave On_Leave 

D15 6 On_Leave Idle Idle On_Leave On_Leave Idle Idle 

D16 8 Idle Idle Idle Idle Idle Idle Idle 

D17 8 On_Leave Idle Idle On_Leave On_Leave Idle Idle 

D18 9 Idle Idle On_Leave Idle Idle Idle Idle 

D19 12 Idle Idle Idle Idle On_Leave Idle Idle 

D20 7 Idle Idle Idle Idle Idle On_Leave On_Leave 

D21 6 Idle Idle Idle Idle Idle Idle Idle 

D22 8 Idle Idle Idle Idle Idle Idle Idle 

D23 8 Idle Idle Idle Idle Idle Idle Idle 

D24 9 Idle On_Leave On_Leave On_Leave On_Leave On_Leave On_Leave 

D25 6 Idle On_Leave On_Leave Idle Idle On_Leave On_Leave 

D26 8 Idle On_Leave Idle On_Leave On_Leave On_Leave On_Leave 

D27 8 Idle Idle Idle On_Leave Idle On_Leave On_Leave 

D28 9 Idle Idle Idle Idle On_Leave On_Leave Idle 

D29 7 Idle Idle Idle Idle Idle On_Leave On_Leave 

D30 8 Idle Idle Idle Idle Idle Idle Idle 

D31 7 Idle Idle Idle Idle Idle Idle Idle 

D32 8 Idle Idle Idle Idle Idle On_Leave On_Leave 

D33 12 Idle Idle Idle Idle Idle Idle Idle 

D34 6 On_Leave Idle Idle Idle Idle Idle On_Leave 

D35 8 Idle Idle Idle Idle Idle Idle Idle 

D36 8 On_Leave On_Leave Idle On_Leave On_Leave On_Leave On_Leave 

D37 9 Idle Idle Idle Idle On_Leave On_Leave Idle 

D38 12 Idle Idle Idle Idle Idle Idle Idle 

D39 7 Idle Idle Idle Idle Idle On_Leave Idle 
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5.3. Results 

The effectiveness of the schedule derived using SA algorithm depends on the 

cooling rate. Therefore, different combinations were tested on datasets resulting with 

an initial temperature of 104, different cooling rates, and terminating condition of 

temperature > 1. We ran the simulation six times for each parameter combination while 

varying the random seed. 

Rule checker reduces the search space for the drivers and trucks by enforcing the 

constraints and conditions. From that search space, a driver and truck will be assigned 

to order randomly. This assignment for the order list is considered as the initial solution. 

Then SA algorithm is used to find the optimized solution which attempts to maximize 

the order coverage and minimize the total cost and referred to as the SA-based solution. 

Since cooling rate increases, the number of instances that scheduler checks for 

neighborhood solutions increases; there are more chance of finding a better-optimized 

solution. As seen in Table 5.9, Figure 5.9 and Figure 5.10, as the cooling rate increases 

the cost is reduced by 50% while the order coverage has increased by 40%.  Moreover, 

the proposed solution based on SA has 40% more order coverage and 60% less cost per 

unit distance compared to the initial solution. The best order coverage and the minimum 

cost can be seen when the cooling rate is 0.9. Hence, for further analysis we set the 

cooling rate to be 0.9.  

Table 5.9: Impact of cooling rate. 

Cooling Rate 0.003 0.009 0.03 0.09 0.3 0.9 

Execution Time (s) 2.4 2.4 3.8 7.1 14.2 135 

SA-based 

Solution 

Order 

Coverage (%) 
75.7 78.6 78.6 82.9 88.6 88.6 

Cost per km 12.8 10.6 11.4 10.2 8.3 8.3 

Initial 

Solution 

Order 

Coverage (%) 
28.6 62.9 28.6 47.1 55.7 55.7 

Cost per km 26.4 16.2 27.6 30.4 23.1 23.1 

 

Delivery times are not strict in the heavy goods delivery industry, and customers are 

willing to tolerate some level of early or late delivery as far as changes are 

communicated in advance and agreed with the customer. This enables greater flexibility 
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in scheduling jobs such that both the order coverage and profit can be maximized. 

Therefore, we applied a time buffer by either advancing or delaying the delivery of an 

order by a predefined time window, as far as it results in a more optimized schedule. 

To find the impact of varying time windows on scheduling effectiveness, we varied the 

buffer time as in Figure 5.11 and 5.12. In this case, we tested the datasets throughout 

the week without changing other parameters. As seen in Table 5.10, order coverage is 

highest for the buffer time of ± 3-hours. It varied the range of 82% to 100% while 

resulting in a significant cost reduction of up to 50%.  

Because the dataset was created according to the behavior of a real BCD company, 

we implied patterns of driver availability, truck availability, and the distribution of 

orders throughout the week. Hence, the demand for orders, availability of trucks and 

drivers were highest on Wednesday while it was lowest on Sunday. Thursday had the 

second highest demand. The order coverage and the cost per km depending on the 

location of the site, distance, and the travel time between the plant and site. If we 

compare Wednesday and Thursday, driver and truck availability is higher than rest of 

the days. When analyzing Figure 5.13 and 5.14, we can see that the SA-based scheduler 

increased the order overage of the two days by 11.4% and 43.3%, respectively while 

reducing cost by 51.55% and 67.69% compared to the initial solution. As shown in 

Table 5.10, the lowest and the second lowest number of orders are on Sunday and 

Monday, respectively. Even though the availability of trucks is less, availability of 

drivers is higher in those days. Hence, the solution has achieved 94% and 100% order 

coverage on Sunday and Monday, respectively. When comparing the cost per km for 

the initial solution, 60% to 80% cost reduction can be seen with the SA-based solution. 

These results confirm the effectiveness of the proposed SA-based approach to 

maximize the order coverage while minimizing the cost. 
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Figure 5.9: Impact of cooling rate in order coverage. 

Figure 5.10: Impact of cooling rate in cost per km. 
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Figure 5.11: Order coverage and cost per km for Wednesday orders (Cooling rate 

0.9). 

 

 

Figure 5.12: Order coverage and cost per km for Sunday orders (Cooling rate 0.9). 
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Table 5.10: Results for the whole week. 

Monday 

Buffer 0 ±1 ±2 ±3 ±5 

SA-based Solution 
Order Coverage (%) 97.4 97.4 100 100 100 

Cost per km 5.7 5.6 5.1 4.9 5.2 

Initial Solution 
Order Coverage (%) 50 50 55.3 47.4 55.3 

Cost per km 24.5 21.5 19.5 25.2 14.4 

Tuesday 

SA-based Solution 
Order Coverage (%) 82.7 90.4 94.2 82.7 90.4 

Cost per km 8.3 6.7 5.5 8.3 6.5 

Initial Solution 
Order Coverage (%) 42.3 55.8 48.1 51.9 57.7 

Cost per km 24.9 18.6 18.2 17.7 15.1 

Wednesday 

SA-based Solution 
Order Coverage (%) 82.9 80 87.1 87.1 87.1 

Cost per km 11.4 11.2 8.1 7.8 8.3 

Initial Solution 
Order Coverage (%) 47.1 41.4 45.7 75.7 67.1 

Cost per km 32.3 30.7 25.1 16.1 25.9 

Thursday 

SA-based Solution 
Order Coverage (%) 75 81.7 75 83.3 76.7 

Cost per km 13.1 9.7 11 9.5 11.9 

Initial Solution 
Order Coverage (%) 41.7 40 50 40 61.7 

Cost per km 29.2 31.1 19.9 29.4 24.8 

Friday 

SA-based Solution 
Order Coverage (%) 80.4 82.6 82.6 93.5 89.1 

Cost per km 9.6 10.3 9.4 6.3 7.9 

Initial Solution 
Order Coverage (%) 36.9 50 52.2 41.3 54.4 

Cost per km 41.6 22.7 27.9 23.8 17.8 

Saturday 

SA-based Solution 
Order Coverage (%) 90.7 86 83.7 86.1 88.4 

Cost per km 6.6 8.2 8.8 7.3 7.8 

Initial Solution 
Order Coverage (%) 48.8 51.2 55.8 58.1 58.1 

Cost per km 25.6 23.1 16.9 16.6 20 

Sunday 

SA-based Solution 
Order Coverage (%) 91.4 80 94.3 94.3 94.3 

Cost per km 6.9 9.7 6.3 6.2 6.5 

Initial Solution 
Order Coverage (%) 51.4 60 57.1 62.7 57.1 

Cost per km 18.2 16.5 15.8 15.8 14.6 
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Figure 5.13: Order coverage throughout the week. 

 

 

Figure 5.14: Cost per km throughout the week. 
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Depending on the availability of trucks and drivers, they can be assigned to more 

than one order within the day. However, due to sudden changes such as traffic, weather, 

breakdowns, and accidents, all the subsequent orders assigned to such a delayed driver 

or truck can be affected. To analyze the impact of delayed jobs, 5% of jobs were 

randomly delayed from 30-minutes to 10-hours for Wednesday’s dataset.  Table 5.11 

shows the impact due to delayed order completion when the buffer time is ± 3-hours. 

Because the orders do not have a tight schedule, only a few subsequent jobs get affected. 

Further, Figure 5.15 shows the graphical representation of the impact of delay. As 

shown in Figure 5.15 and 5.16, for a delay less than 2-hours the percentage of affected 

orders are less than 2% while for a delay of 4-hours or more, the percentage of affected 

jobs is between 2.5% to 7%. This confirms the use of a buffer time (i.e., a time window) 

not only enhances the order coverage and cost but also enables better tolerance to 

unexpected delays. 

Table 5.11: Impact to the orders due to random delays. 

Delay (Minutes) 30 45 60 120 240 480 600 

No of orders affected 0 1 1 1 2 4 5 

Percentage % 0 1.42 1.42 1.42 2.85 5.71 7.14 

 

 

Figure 5.15: Delay vs. number of affected orders. 
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Figure 5.16: Impact of delayed orders against days. 

 

Genetic Algorithm (GA) is another popular technique used to solve scheduling 

problems; hence, we compare the performance of the proposed SA-based solution with 

a GA-based solution. GA is a heuristic and stochastic algorithm which uses an iterative 

process that operates under different parameters such as population size, crossover 

probability, mutation probability, and the number of iterations [13]. In this research 

work, GA-based solutions were used for the comparison with proposed solution 

performance. In the GA-based solution approach, the generated solution after 

crossovering the chromosomes was checked by rule checker in order to check the 

feasibility of assigned pairs of vehicle and driver. After that, order coverage and cost 

per km are calculated to find the optimum solution. The behaviors of population 

patterns and interdependency of GA parameters such as population size, iterations, 

crossover probability, and mutation probability were not checked under this research 

work. 

Table 5.12, 5.13, 5.14 and 5.15 show the performance of the GA-based scheduler 

while using the same initial solution for both SA and GA. When the population size 

increases, the order coverage increases and cost per km decreases. But the execution 
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time is about one hour. The SA-based solution still has a better order coverage 

(24.43%) and lower cost (0.5%) compared the GA-based solution. When crossovering 

two parent solutions, it may result in a set of order allocations which cannot be 

delivered in the offspring. It is due to there are assigned drivers and trucks which will 

not satisfy the feasibility constraints of driver and truck in the offspring. Moreover, the 

execution time of SA-based solution was less than the execution time that was taken 

by GA-based solutions. Thus, the proposed solution not only has good scheduling 

properties but also can be executed in modest time enabling even near real-time 

execution as the orders arrive. 

Table 5.12: Impact of population size. 

Population 

Size 

Cost Ration 

LKR per Km 

% order 

Coverage 

5 18.70 52.9 

10 18.12 52.9 

50 17.31 57.1 

100 16.11 62.9 

500 9.55 68.6 

 

Table 5.13: Impact of crossover probability. 

Crossover Probability Cost per Km % order Coverage 

0 18.41  57.1 

0.2 18.12  52.9 

0.4 16.53  58.6 

0.6 13.18  62.9 

0.8 12.40  61.4 

1 15.29  58.6 
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Table 5.14: Impact of mutation probability. 

Mutation Probability Cost per km % order Coverage 

0 15.86  54.3 

0.2 16.10  55.7 

0.4 12.64  61.4 

0.6 17.28  58.6 

0.8 17.02  55.7 

1 13.41  60.0 

 

Table 5.15: Impact of number of iterations. 

Iterations Cost per km % order Coverage 

20 12.64  61.4 

50 14.71  60.0 

100 10.86  65.7 

500 8.14  70.0 
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6. SUMMARY AND FUTURE WORK 

 

This chapter concludes the study by summarizing the problem formulation, solution 

approach of schedule optimization of freight fleet using data analytics and the findings 

of the study. Section 6.3 of the chapter describes the several ways to expand the current 

study in future work. 

 

6.1. Conclusions 

Heavy good distribution truck and driver scheduling in multi-plant goods 

distribution is a complex problem due to geographically distributed customer sites and 

plants, heterogeneity in trucks, driver behavior, varying traffic conditions, and 

constraints such as working and resting hours for drivers.  Currently, the scheduling 

process is a manual process which is handled by a fleet manager who uses his 

experience. The scheduling task becomes more complex with the increase of number 

of orders which ultimately leads to time consuming, tedious, more errors and difficulty 

in finding optimum assignment of vehicles and drivers to orders to achieve company 

objectives.  

In order to cater the aforementioned scenario, we proposed an automated solution. 

We address the problem of truck and driver scheduling in heavy goods distribution with 

multiple plants with the objective of maximizing order coverage and minimizing the 

total cost. The proposed solution consists of a rule checker that enforces various 

scheduling and regulatory constraints. Rule checker enforces the constraints such as 

vehicle availability, driver availability, time window and the labor law conditions. The 

initial solution derived by the rule checker is then optimizes using a scheduler based on 

Simulated Annealing (SA) algorithm.  

Simulation results using a workload trace derived from a real bulk cement 

distribution company show that the proposed solution assigns trucks and drivers to 

orders while maximizing order coverage and minimizing cost and computational time. 

Dataset contains the confirmed order list for a week which align with the real demand 

pattern for heavy goods distribution. Further it contains the database for drivers and 
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vehicles with their availability for days of week. The solution is capable of covering 

10% of orders and reduce cost by 35% compared to manual solution. Moreover, the 

solution has good tolerance to unexpected delays experienced in the process without 

causing a major chain reaction. Further the proposed solution was compared with other 

optimization algorithm, Genetic Algorithm where our solution was outperformed with 

higher order coverage by 24.3% and less computational time where SA based solution 

execution time is about maximum 5 minutes while GA based solution execution time 

is about one hour for scheduling one week confirmed order list. It can be concluded that 

the proposed solution is capable of covering higher number of orders compared to 

current manual solution while minimizing the total cost.  

 

6.2. Research Limitations 

The proposed solution does not facilitate dynamic orders such as last minute order 

confirmations, delayed requests, and order cancellations. Because the assignment of 

trucks and driver to orders are interrelated, the whole schedule may get changed with 

the dynamic situation. Currently, the solution approach is only consider about the 

scheduling driver and vehicle when there is a confirmed order list in the day prior to 

the delivery date.  

We have introduced buffer time, flexible time windows for order delivery to 

overcome the practical situations such as dynamic traffic delays due to congestion, 

accidents and road maintenance which are. There for we need a mechanism to capture 

aforementioned real time scenarios without applying buffer time for all the order 

deliveries. 

The dataset does not contain the data related to order capacity where we unable to 

identify the demand patterns of order capacity. Hence, we consider the homogeneous 

fleet with the same capacities and delivering full truckload without considering 

consolidation or break bulk deliveries. The solution approach does not facilitate 

heterogeneous fleet and multiple deliveries in one trip. 
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6.3. Future Work 

 Customer is the main revenue source for a company. It is important to consider about 

the customer satisfaction with the aim of keeping long term relationships between 

company and the customers. So, further research can be focused on last minute order 

confirmation, order cancellation and order delay request to give better customer service. 

Solution approach can be customized for dynamic order list which enables real time 

vehicle and driver scheduling in heavy goods distribution industry. By capturing last 

minute delivery requests arriving within day, we can further improve order coverage 

while contribution to the company revenue.  In order to achieve this requirement, a 

mechanism to schedule these dynamic orders independently from already scheduled 

orders.  

We consider about the distance and travel time without considering real time 

scenarios such as delays due to accidents, breakdowns, unexpected traffic and 

restrictions on road. In such a case, adjustments for unavoidable circumstances can be 

integrated to the solution approach with a mechanism of capturing the mentioned 

scenarios. 

Our solution focuses on homogeneous fleet and full truckload context. Further 

research can be conducted considering the heterogeneous fleet and order capacity 

fluctuations. Our solution approach can be considered as the basic way while 

introducing the constraint for vehicle category and order capacity. Moreover, a 

mechanism can be introduced to facilitate the order capacity fluctuations despite of full 

truckload. 
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