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ABSTRACT

Performance, Resource and Cost aware Virtual Machine Adaptation

Cloud Computing has increasingly become an attractive paradigm for computing during

recent years. In the current Infrastructure as a Service (IaaS) cloud landscape users

pay for statically con�gured Virtual Machine sizes irrespective of usage. Although the

auto-scaling features o�ered by current cloud providers enable cloud hosted applications

to dynamically scale the amount of resources allocated, the adopted con�gurations are

often sub-optimal owing to the lack of �exibility involved in resoure provisioning. This

results in higher costs and di�culty in meeting performance targets for clients.

It would be more favorable for users to consume (and be billed for) just the

right amount of resources necessary to satisfy the performance requirement of their

applications. Although prior work have suggested a variety of approaches to the

auto-scaling problem, the bene�ts of these approaches remain restricted to applications

that mainly depend on CPU and memory. The reason is partly due to cloud operators

not providing guarantees on resource types that are di�cult to partition such as IO and

networking performance in their typical VM o�erings (although specialized instances

for these types of resources are available).

We take a novel perspective in addressing this problem where we assume that the

cloud operator exposes a small, dynamic fraction (for security and privacy reasons)

of its infrastructure and the corresponding resource speci�cations and constraints to

each application. Assuming such a scenario we propose a dynamic VM recon�guration

scheme which comprises an Application Performance Model, a Cost Model and a

Recon�guration algorithm. The performance model helps estimate the performance

of an application given speci�c resources. The Cost model assigns a numerical cost

value to resource candidates made available to the application considering the lease

expense, recon�guration penalty and operating income. A recon�guration algorithm

assisted by the cost model makes optimal recon�guration decisions. Simulation results

for the RUBiS and �lebench-�leserver applications and the worldcup workload show

signi�cant cost savings can be achieved while meeting performance targets compared to

rule-based scaling systems.

Our proposed framework has the advantages of being simple, generic and

computationally e�cient. This framework is also attractive from a cloud operator's

perspective as it indirectly assists the operator with the problem of e�cient datacenter

utilization.

Keywords: Auto-scaling; Cloud Computing; Cost Model; IaaS Cloud;
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Chapter 1

INTRODUCTION

1.1 Cloud Computing

Cloud computing has become an attractive paradigm for computing in the recent

years. Cloud computing refers to the applications delivered as services over

the Internet and the hardware and systems software in the datacenters that

provide those services [1]. This model of computing o�ers numerous advantages,

some of the most attractive ones being no upfront investment, elasticity and

the pay-as-you-go model. It saves us the hassle of purchasing and maintaining

hardware and software for personal/enterprise use, and instead provides compute

capability as a utility.

There are three service models associated with cloud computing -

Infrastructure as a Service (IaaS), Platform as a Service (PaaS) and Software

as a Service (SaaS). IaaS provides computing infrastructure (physical or virtual

machines) and other resources such as storage and networking for lease. Major

providers of IaaS include Amazon EC2, Windows Azure, Rackspace and Google

Compute Engine. PaaS provides computing platforms which typically include

an operating system, programming environments and tools to build and deploy

applications, database, web server, etc. Major players in this market segment

include Windows Azure, Heroku, Google App Engine, Apache Stratos, etc. SaaS

provides access to application softwares often referred to as on-demand softwares.

In this case the client does not need to be concerned about installation, setup

and running of the application, which are done by the service provider and the

user simply uses the software and pays for it. Examples include Google Apps,

Microsoft O�ce 365 and SalesForce.

We concern ourselves with the IaaS service model. As mentioned above, in

the IaaS setting users of the cloud may request for compute and other resources,
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Figure 1.1: A few instance types o�ered by Amazon EC2.

for which they are billed based on usage. Figure 1.1 shows a few Virtual machine

(VM) instance types o�ered by Amazon EC2 [2].

A cloud computing infrastructure is a complex system with a large number

of shared resources and users. The cloud provider is faced with the challenge of

accomodating and managing the large number of its user VMs e�ectively and

e�ciently on its hardware. The user is faced with such problems as how to

determine the performance needs of his application, choose a particular VM size,

deal with applications sensitive to networking and IO performance, etc. We

discuss these challenges associated with resource provisioning in IaaS clouds next.

1.2 Resource Provisioning in the Cloud

In the current setting, users pay for statically con�gured VM sizes irrespective of

the actual resources consumed by the hosted application. This makes it necessary

for clients to choose a particular VM resource con�guration in advance, which also

requires a good understanding of the kind of workload to expect. As Figure 1.2

shows, underprovisioning leads to performance requirements not being met, and

overprovisioning leads to higher operating costs to the user. It is desirable for user

VMs to adapt based on actual performance needs. This bene�ts users because
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Figure 1.2: Overprovisioning and underprovisioning.

of the ability to meet performance needs at lower costs, as well as the provider

because of increased customer willingness to use the cloud.

Although cloud providers do provide scaling mechanisms to cope with

workload variations, these schemes are based on rules such as adding/removing

VMs based on resource utilization [3]. They provide limited �exibility to the

application in adapting di�erent resource con�gurations over time and often

produce suboptimal con�gurations.

Prior work have suggeted a variety of approaches to the auto-scaling problem

beyond rule-based systems [4]. However, the bene�ts of these approaches remain

restricted to applications that mainly depend on CPU and memory. The reason

is partly due to cloud operators not providing guarantees on resource types that

are di�cult to partition such as IO and networking performance in their typical

VM o�erings.

Another main drawback of statically con�gured VMs is that applications

co-located on the same hardware can have unpredictable impacts on each

other [5]. This is typically a problem for types of resources which are hard

to partition. As a result cloud providers are unable to provide guarantees for

IO and network resource availability to o�ered VM's. Although some providers

do provide specialized network/IO optimized instances with guaranteed discrete

levels of service such as low, moderate and high [2]. The availability of these

resources can vary over time depending on the applications running on the cloud.

This situation would be better if it were possible for users to request and for

providers to provide speci�c quantities of many types of resources.
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1.3 Problem Statement

Consider the scenario of a client application deployed in an IaaS (Infrastructure

as a Service) cloud. The client is interested in spending less for leasing resources

while making sure that the application performance requirements are met. This

requires the ability to accurately estimate resource requirements of an application,

and a framework to provision the required amount of resources dynamically over

time based on the workload.

The cloud being a highly dynamic environment with co-located applications

exerting unpredictable impact on each other, a signi�cant challenge involved is

the ability to provision required amount of resources along resource dimensions

that are hard to partition such as IO and networking performance. Furthermore,

any such scheme has to be mutually agreeable between the client as well as the

provider without con�icts of interest.

In summary, we attempt to enable an application deployed in an IaaS cloud to

consume just the right amount of resources to ful�ll its performance needs while

minimizing the cost of resources leased.

1.4 Contributions

We propose a novel dynamic resource recon�guration framework for cloud hosted

applications. The proposed scheme enables applications to meet performance

targets and maximize pro�ts while minimizing the cost of resources leased from

the cloud provider.

Prior approaches have looked at the resource scaling problem from the

perspectives of the user as well as the provider. User space solutions exist

such as scaling schemes driven by application performance models. Rule-based

scaling is a provider perspective solution where the provider determines resource

requirements and allocates VMs appropriately. We take a hybrid approach in

which the user and cloud operator both provide some information regarding the
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application and the cloud infrastructure respectively. This leads to a resource

provisioning scheme that is bene�cial to both the user and the provider.

Our speci�c contributions are as follows:

• We break away from prior approaches which limit themselves to the resource

management capabilities of current cloud providers, and consider a scenario

where the cloud provider makes available a relatively small pool of machines

as choices (VMs/PMs) to each client application hosted by the provider.

The main advantages of this scenario are:

� It provides applications the �exbility to adopt favorable con�gurations

along resource dimensions that are di�cult to partition (such as IO and

networking performance). This makes it possible for applications to

make more accurate scaling decisions and o�ers room for cost savings.

� It naturally exploits the co-hosted application interference problem in

shared resources to the bene�t of the client as well as the cloud vendor.

Instead of determining and controlling performance interference due to

co-located applications, the applications themselves �gure out which

of the vacant resource options are suitable to meet performance needs.

• Within this proposed framework, we propose a novel dynamic

recon�guration scheme for cloud hosted applications in an attempt to �ll

the gaps in prior work discussed in Section 1.1, which is comprised of the

following components:

� Application Performance Model

Predicts the performance of an application given the workload and

resources allocated to application.

� Cost Model

Assigns a numerical value to resource con�gurations considering

performance predictions, monetary costs and recon�guration penalties.

� Recon�guration Algorithm

Makes use of the cost model to make favorable scaling decisions.
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• The proposed framework is generic and o�ers the �exibility to plug in

speci�c choices of models for each of the components. We propose speci�c

choices of models for these components, including a novel analytical cost

model.

• We build a discrete event simulator and use it to validate our approach.

Simulation results of di�erent scenarios indicate that the proposed approach

o�ers signi�cant cost advantages while meeting application performance

requirements compared to scaling schemes currently used by cloud

providers.

1.5 Organization of the Thesis

The rest of the thesis is organized as follows. Chapter 2 reviews prior related work.

In Chapter 3 we describe the proposed approach. We evaluate our approach in

Chapter 4 - Section 4.1 describes the experimental setup, Section 4.2 describes

the simulation setup and performance results are discussed in Section 4.3. We

conclude and discuss future work in Chapter 5.
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Chapter 2

LITERATURE SURVEY

We set out with the goal of devising a resource provisioning and management

scheme that is desirable from both the client as well as cloud providers

perspective. We reviewed several related problems addressed by previous work,

as well as their approaches to the problem considered. Several ideas from these

prior work formed the basis of our work. We discuss these ideas under the

following major class of problems in an attempt to place our work in the context of

previous studies. In Section 2.1 we discuss literature on the Auto Scaling problem.

Sections 2.2 and 2.3 discuss the VM Placement and Application Placement

problems. In Section 2.4 we discuss prior work on Application Performance

Modeling. Section 2.5 describes cost models proposed in the literature. Finally,

in Section 2.6 we discuss relevant simulation tools.

2.1 Auto Scaling

The auto-scaling problem has been widely studied. Auto-scaling refers to

adding/removing resources to the operating pool of resources of an application

dynamically depending on the workload. These scaling actions can be of two

types; horizontal scaling : adding or removing a number of VM instances, and

vertical scaling : adding more resources (CPUs/memory) to existing VMs on the

�y, while they are running.

Approaches to auto-scaling dominantly fall under the following techniques:

Rule-based systems, Reinforcement Learning, Queueing Theory and Control

Theory. We give a brief overview of these techniques and discuss their pros

and cons in the following sections. A comprehensive review of these techniques

and related bibliography can be found in [4].
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2.1.1 Rule Based Systems

Rule based systems are the most intuitive approach to auto-scaling [6, 7, 8].

Scaling decisions are made based on a set of rules for scaling up and down. Rules

dictate adding or removing VMs based on a performance metric such as CPU load,

request rate or average response time. Scaling actions are controlled by upper

and lower thresholds, which correspond to scaling up and down respectively.

To prevent frequent recon�gurations and system instability inertia durations are

introduced during which scaling actions are forbidden. An example rule could

be something like If CPU utilization exceeds 90% throughout a duration of 100s

add a new VM. Further parameters have also been introduced for more �exibile

rule-based systems.

An apparent di�culty associated with these systems is choosing a good set of

parameters for a target application. However, usually adopted best practices are

useful [9].

Despite all the sophisticated techniques for auto-scaling proposed in the past

(which we discuss brie�y below), cloud providers dominantly use rule-based

autoscaling systems. The main reason being the simplicity and intuitive nature of

rule-based systems and the skepticism about these methods due to the unrealistic

models they employ and their lack of robustness [10].

2.1.2 Reinforcement Learning

Approaches to the auto-scaling problem based on reinforcement learning have

been quite common [11, 12, 13]. A Reinforcement Learning (RL) formulation

contains an intelligent agent that automatically learns from an environment.

The main elements of the RL framework are states, actions and rewards. The

agent interacts with the environment by applying an action and learning from the

reward (positive or negative) awarded by the environment. The agent chooses

actions based on a policy. The objective of the agent is to learn the optimal policy

to achieve maximum reward in the long run.
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Reinforcement Learning applied to the auto-scaling problem takes the

following form: The states represent resource con�gurations (a set of VMs with

speci�c resource parameters). Actions correspond to scaling decisions. Rewards

depend on metrics such as whether performance requirements were met or amount

of income obtained due to the scaling decision.

The main challenges associated with designing an RL agent for the

auto-scaling problem is the large training time and huge state space. The system

is initially running sub-optimally, and it may take a long time for the agent to

learn good (state,action) pairs. Recent techniques have proposed techniques to

overcome such problems through better initial functions and usage of non-linear

function approximators instead of lookup tables for Q-learning [14, 15].

2.1.3 Control Theory

Control systems are a natural approach to the auto-scaling problem [16, 17].

Adaptive feedback and feedforward controllers have been widely suggested by

prior work. The objective of the control system is to maintain the output

(performance) of the target system (the application) to the desired level by

adjusting the control input (resource con�guration).

2.1.4 Queuing Theory

In techniques based on queuing theory [18, 19], applications are modeled using

queuing models. The application hosting VMs are considered as VMs and

the workload as a queue of requests. Assumptions are made regarding the

properties of the workload such as requests come from a Poisson process which

makes computing properties of the queuing model tractable. Properties of

the system such as response time and throughput are calculated based on

analytical treatments available in queuing theory. Queuing networks, which are

a combination of several queues, are also used to model multi-tier applications,

each tier typically being represented as a separate queue.
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A drawback of analytic methods such as queuing models are assumptions

made that are usually not realistic. Also, computations become less tractable as

the system grows in complexity.

2.2 VM Placement

Another related problem is the VM placement problem, which requires

determining on which hosts a given set of VMs need to be placed/instantiated

with objectives such as maximizing VM consolidation ratios considering impact of

co-located VMs and datacenter energy optmization. A bin packing formulation is

commonly employed. The complexity of solving the bin packing problem increases

exponentially with problem size. Proposed optimization objectives are NP-hard

in general and heuristic based algorithms are usually proposed [20, 21, 22, 23, 24].

In [22] a dynamic server migration and consolidation algorithm is proposed

for Service Level Agreement (SLA) satisfaction. The optimization objective

considered is minimizing the time averaged number of active physical servers

hosting virtual machines respecting the constraint that demands exceeds capacity

in no more than a percentage p of measurement intervals indicated by a threshold

p (SLA requirement).

The algorithm has three stages:

• Measure (past historical demand data).

• Forecast future demand.

• Remap: mapping of VMs to PMs minimizing the number of PMs required

to support a workload at a speci�ed rate of SLA violations and reduce rate

of SLA violations for a �xed capacity.

VM placement is formulated as a bin packing problem and a heuristic based

solution is proposed. The focus is only on one type of resource in this work.

A Minimum Cost Maximum Flow (MCMF) Algorithm for VM placement is

proposed in [21]. Optimal VM placement for pro�t maximization is modeled as a

maximum �ow problem and a MCMF based solution is presnted. The proposed

algorithm is claimed to be of low complexity.
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The idea of exploiting demand correlation between VMs, also called VM

multiplexing, for the placement problem is suggested in [25]. This work proposes

joint VM provisioning - instead of allocating resources on a per VM basis,

allocating resources to a group of VMs exploiting statistical multiplexing among

their workload patterns. Demand patterns di�er across di�erent VMs. While

demand for one peaks, the demand for another may dip, in which case it placing

both VMs on the same PM will not result in contention for resources. The main

objective is making use of statistical multiplexing to consolidate VMs, thereby

achieving CPU capacity savings. The authors propose algorithms for identifying

group of VMs with most compatible demand patterns and allocating resources to

the group as a whole making sure that the SLAs of individual VMs are met.

Along similar lines [23] argue that previous work have ignored the dynamic

nature of the incoming stream of VM deployment requests. They suggest

that the demand correlation between VMs in the past can be used for future

prediction. The placement objective is formulated as a multi-dimensional bin

packing problem and a heuristic based algorithm is proposed. The constraint

considered is an upper bound on a weighted sum of the following:

• Amount of CPU allocated to VMs with respect to desired amount (sum of

allocated resources/sum of actual demands).

• Number of relocations (minimize number of VM migrations).

• Di�erence between most and least loaded hosts (load balancing).

VM deployment, undeployment and migration decisions are made based on

the algorithm. Our proposed approach indirectly employs the idea of VM

multiplexing whereby the application decides whether moving to a particular

physical host will satisfy its performance requirements.

In [26] the authors (from VMware) discuss challenges invovled in cloud

scale resource management. They discuss features of the VMware Distributed

Resource Scheduler (DRS) and highlight that DRS does not scale well to the

cloud environment and that it works well only in a small scale. They state that

what we really need is a combinination of two strengths: EC2's elasticity and

DRS's resource management. The main aspects/challenges to be considered in
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the design of such a scheme are described as scale, resource heterogeneity, high

frequency of operations and failure tolerance.

A few proposals for a solution are also pointed out by the authors such as

hierarchical scaling, �at scaling and statistical scaling. Of these, we found the idea

of statistical scaling particularly attractive. The key idea is to obtain large-scale

resource management by doing small-scale optimizations. The authors propose

doing this by creating small clusters dynamically (sampling random hosts) and

to run DRS on individual clusters. Our proposed approach exploits a similar idea

to the bene�t of both the cloud provider as well as the client.

It is claimed in [27] that the two widely used VM placement products -

xenserver and VMware DRS, are not network-aware. The authors show how

VM placement could be better informed by network knowledge and propose

algorithms that improve performance by exploiting network tra�c and topology

knowledge. This work demonstrates incremental bene�ts of adding network

knowledge to today's CPU-only algorithms. A minimax objective is considered

- Minimizing the utilization of the maximally utilized resource (either a PMs

CPU or a network link). Two greedy algorithms and four variants of Simulated

Annealing are proposed as solvers.

2.3 Application Placement and VM Provisioning

While the VM placement problem looks at how a set of VMs should be placed

on PMs to satisfy a certain objective, the combined placement of applications

and VMs has the following objective: given a set of machines and applications,

determine how many machines to run for each application and on which physical

machines to place them, respecting resource constraints. This is a datacenter

level problem of concern to the cloud provider, as in the case of VM placement.

In [28] a Scalable Application Placement Controller for datacenters is

proposed. Given a set of machines and web applications with dynamic demands,

an online application placement controller decides how many instances to run for

each app and where to put them. Multiple optimization objectives are considered:

13



• Maximize total satis�ed application demand.

• Minimize total and of application starts and stops (overhead).

• Balance load across machines (utilization of individual machines must stay

close to the utilization of the entire system).

A placement restriction matrix (whether a given application can run on a

particular machine or not) as well as CPU and memory capacity constraints are

the constraints considered. The problem is formulated as a variant of the Class

Constrained Multiple-Knapsack problem and an onnline approximation algorithm

is proposed as a solver.

A dynamic resource provisioning and VM placement scheme, considering

application level SLAs and resource exploitation costs is proposed in [20]. The

following breakdown into two sub-problems is considered:

• VM provisioning - Determines the number of each of the di�erent types

of VMs to allocate to each application with the objective of maximizing a

weighted sum of utilities which relate to the application SLAs.

• VM packing - Pack the VMs suggested by the previous stage minimizing

the number of active PMs.

These problems are modeled as separate CSPs and solved using Constraint

Programming. This work considers heterogeneous applications and workloads

(batch oriented and enterprise online applications).

The following problem is addressed in [24]. Consumers submit requests for

allocation/deaallocation of VMs of di�erent capacities with associated SLAs.

The provider has to manage placement, instantiation and migration of the VMs

on its PMs. A reveneue maximization objective is formulated considering the

following - Availability SLA (Availability Model is built), maximum number of

VM migrations and VMs deployed on external cloud (decreases revenue). A

hill climbing heuristic search algorithm is proposed to solve this constrained

optimization problem.
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2.4 Application Performance Modeling

A performance model models the relationship between the performance of an

application and the parameters that determine performance such as allocated

resources and workload. Given a particular quantity of workload and a speci�c

resource allocation, the model would predict what performance will be exhibited

by the application. Performance is represented using an appropriate performance

metric, some of the common ones being mean response time and throughput.

Performance models enable us to make accurate scaling decisions in a

production system as they enable us �nd how performance would vary across

di�erent resource allocations for a particular level of observed workload.

Performance modeling has been studied in both virtualized and non-virtualized

environments. Approaches based on machine learning have been the most

common. Simple regression based techniques were used in the past and recent

work have shown that more sophisticated models are necessary to model the

complex relationship between di�erent types of resources and performance.

The work [29] focuses on dynamic workload performance prediction and

resource allocation. The modelling technique proposed is as follows:

1. A basic set of applications which represent the diversity of applications

(CPU intensive, memory intensive, etc.) in a datacenter are chosen.

2. Performance models are built for these primitive applications using Support

Vector Regression (SVR).

3. During operation, for a new workload encountered estimates are derived for

the probabilities that this workload is similar to each of the primitive set

of apps using Support Vector Clustering (SVC).

4. The performance model of the new workload is derived as a weighted

summation of the models built in (2), the weights being the probability

estimates derived in (3).
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5. An optimization problem which minimizes the total cost of resources

with respect to allocated resources, under the constraint that the realized

performance is equal to the expected performance is solved, and an

approximate solution is obtained.

The �rst two tasks are done o�ine beforehand, and the rest take place periodically

online. We found the modeling technique attractive. The choice of primitive

applications did not seem to be very methodical however. The resources

considered seems to be number of CPU threads and memory, but the optimization

formulation is general.

The distribution of application response time given allocated resources is

learned in [30]. Following is the model considered:

p(t|a) =
∑
i,j,k

p(t|a, i, j, k).p(i, j, k|a) (2.1)

where the symbols denote the following: t - response time, a - resource allocation,

i, j, k - utilization (consumed resources/allocated resources) values of the three

application tiers. All these are discretized values, discretized using �xed-with

binning. The paper focuses only on CPU allocation. Parameters of the two

probability distributions on the right of equation 2.1 are learned using training

data. Some of the apparent drawbacks of the approach are the following:

• Only CPU is considered.

• Model is too simplistic. More variables could be taken into account in the

model.

• Discretization reduces model e�ectiveness. Only four values for the

allocation variable a are considered (25%, 40%, 70%, 100%) in the

experimentation.

• Contention for resources is not explicitly addressed in model.

A more powerful and widely applicable model may be built by considering

multiple resources and their interdependencies, and by using discrete distributions

with a large number of bins. We address these gaps in our performance model.

16



In [31] the authors address the problem of predicting performance metrics of

database queries. They evaluate several statistical machine learning algorithms

for this prediction problem and show that Kernal Canonical Correlation Analysis

(KCCA) performs well on the task. KCCA is a technique used to correlate points

in two sets of data, the datasets in this case being database query feature vectors

and performance metrics of the corresponding queries. The key idea is to project

both sets of points to spaces with same dimensionality such that the distances

between corresponding point pairs in the two sets in the projection space are

similar. Prediction involves given a point in one of the sets, projecting the point

to its projection space, �nding a corresponding point in the projection space

of the other set, and then mapping it back to its original space. We initially

considered KCCA as a candidate for our performance model, but later opted

for other methods as it was unsuitable to the performance metric we considered

(response time distributions).

In [32] the authors claim that it is di�cult to capture the complex relationship

between performance and resource allocation using a single global model. They

demonstrate that �tting di�erent models to di�erent parts of the input space can

produce accurate predictions. The authors consider CPU, memory, and storage

I/O as resource types. The approach is validated using the RUBiS [33] and

�lebench [34] applications. They further use these models to recommend VM

instances suitable from a cloud provider such as Amazon EC2 or Rackspace for

a given workload.

Performance models are applicable directly to the VM instance

recommendation problem as well, where the user wants to choose a static

VM size to suit his application. The work discussed above [32, 29] also evaluate

the strengths of their models in terms of how well the recommendations are.

2.5 Cost Model

Our approach uses an analytical model to compare di�erent possible scaling

actions. In this section we discuss relevant models proposed by prior work.
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Table 2.1: Components of cost function in [35].
Symbol Description
Wr Penalty for SLA violation
Wc Cost of leasing a machine per hour
Wf Cost of recon�guring application
RSLA SLA given response time
R Maximum response time observed
Mi Number of machines used in the ith interval

The cost model proposed in [35] is a linear combination of the following:

• Penalty for violation of SLA bounds (e.g., extent by which desired

performance is violated, such as increase in response time)

• Cost of leasing a machine

• Cost of recon�guring the application (de�ned as a change in number of

machines used before and after recon�guration. This is a penalty term

which discourages horizontal scaling).

Equation 2.2 shows the model.

Cost = Wr × (RSLA −R) +Wc ×Mk +Wf × ||Mk −Mk−1|| (2.2)

where the symbols used are described in Table 4.2.

The recon�guration term is de�ned as the change in number of machines used

before and after recon�guration, and is used to penalize horizontal scaling. We

observed that the proposed recon�guration cost in this model is too simple to be

realistic. This simplistic model motivated our cost model, although we handle

SLA ful�llment in a di�erent manner and our recon�guration cost also takes into

account VM migration.

2.5.1 Cost of VM migration

Moving to a VM in a physical cost di�erent than the one in which the application

is running is one of the scaling actions we consider in our model. Moving a VM
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from a source host to a destination cost is termed VM migration. Migrating a

VM between hosts can be done in one of two ways:

• O�ine migration: The running VM is stopped, its image is copied to the

destination host, and resumed there.

• Online/live migration: Copying the VM image (part of it) while the VM is

operational.

O�ine migration completely disrupts the application since the machine is

shutdown until resumption in the destination, while live migration does some

of the copying while the VM is running. Several hypervisors used today such as

xen [36] and vmware [37] support live migration.

Live migration operates in two phases. During the Pre-copy phase while the

VM is running, its memory pages are copied over to the destination iteratively.

The reason for copying the pages iteratively is because of the possibility for some

of the already transferred pages to become invalid because of the corresponding

pages getting modi�ed in the source VM. An invalid page is termed a dirty

page. After the pre-copy phase has progressed for some time (as determined

by heuristics such as number of iterations/number of remaining dirty pages),

the running VM is stopped and the remaining dirty pages are copied to the

destination.

During the pre-copy phase, bandwidth is shared by the application as well as

the migration procedure. During copy phase, the service is entirely down, and

the complete bandwidth is used for migration. We discuss below prior work that

address the performance penalty incurred due to live VM migration.

In [38] the authors discuss the impact of vertical scaling and VM migration

on performance. Although they do not provide an analytical cost model, they

provide a set of observations which can be useful in devising one. Their

observations with regard to live migration are as follows:

• If there are no resource constraints, the duration of migration for an

application varies linearly with the active memory of the VM. The migration

duration varies across applications with same memory footprint.
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• Live migration requires spare CPU resources on the source server. If

spare CPU is not available, it impacts the duration of migration and the

performance of the VM being migrated.

• The amount of CPU required for live migration increases with an increase

in the number of active pages of the VM being migrated.

• A co-located VM impacts a VM being migrated by taking away resources

from the physical server. The co-located VM does not su�er from CPU

contention but may su�er from cache contention based on its cache usage

pattern.

In [39] the authors conclude based on their experiments that although

migration overhead is acceptable, it cannot be disregarded when strict SLAs

need to be adhered.

A migration cost model based on available bandwidth, dirtying rate and VM

memory size is proposed in [40]. This work develops analytical models for the

SLA penalty incurred due to migration, and also presents a migration scheme

that minimizes this SLA penalty cost by determining optimal values for the

following parameters- Amount of bandwidth to use for copying during pre-copy,

when to stop VM and initiate copy phase. They compare the performance of

their proposed migration scheme with Xen's migration using the developed cost

model. The following modeling assumptions are made - constant request rate,

requests follow a queuing model with constant request and service distributions,

probability of a pre-copied page getting dirty is modeled using a Bernoulli

distribution. We use the analytical expression developed in this work for the

probability that response time exceeds a certain threshold in our model.

2.5.2 Income Model

We consider a pro�t maximization objective in our approach in addition to

performace satisfaction. In this section we brie�y review some relevant models

proposed in the literature.
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Figure 2.1: Utility models.

Assuming the target performance to be keeping the response time under

a speci�c response time delay TSLA with high probability, in [41, 42] revenue

schemes with the following properties are proposed:

• Smaller the response time, higher the revenue.

• Strongly discourage response time falling below Tsla by setting utility to be

negative.

In [41] the following model is considered

P (1− r

TSLA
) (2.3)

where P is a constant and r is the mean response time observed (see

Figure 2.1(b)). In [42] a piecewise constant function is used to de�ne utility

(see Figure 2.1(a)), a multiple of which is de�ned to be revenue. The purpose

of these revenue models is more towards discouraging large response time than

re�ecting actual revenue. We use the model in equation 2.3 for our experiments.

2.6 Simulation Tools

Several simulation tools have been developed in the past for validating cloud

resource management algorithms. We discuss a few such simulators below,

highlighting some of their main features, primarily the models of task execution.
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2.6.1 CloudSim [43]

Cloudsim assumes provisioned VMs to be predictable and stable in performance.

The basic unit of workload in Cloudsim is called a cloudlet. Workload is de�ned

by a sequence of cloudlets. The time required to execute a given cloudlet on a

VM solely depends on the cloudlet's length (in MI (Millions of Instructions))

and VM's processing power (in MIPS (Millions of Instructions per second)).

A cloudlet is de�ned by a set of The execution time of cloudlets (a task) is

calculated as follows:

Execution Time =
rl

capacity × cores
(2.4)

where,

- rl is total number of instructions the cloudlet needs to execute on a processor

- cores is the number of cores (processing elements) required by the cloudlet

- capacity of a host with np processing elements is given by

If cloudlets are scheduled in space-shared policy,

capacity =

np∑
i

cap(i)

np
(2.5)

If cloudlets are scheduled in time-shared policy,

capacity =

∑np
i

cap(i)
np

max(
∑cloudlets

i cores(i), np)
(2.6)

cap(i) is the processing strength of individual elements and cores(i) is the number

of cores required by cloudlet i.

2.6.2 DynamicCloudSim [44]

DynamicCloudSim introduces external bandwidth and �le I/O as additional

performance characteristics of tasks, VMs and hosts. It takes into account all

performance requirements of tasks for determining how long it takes to execute

the task on a given VM.
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Execution Time is de�ned to be:

Time =
Cloudlet Length
Assigned MIPS

(2.7)

where the quantities invovled are computed as follows:

Cloudlet Length = mi+ io+ bw

ioT ime =
io

iops

bwT ime =
bw

bwps

miT ime =
mi

min(mips, cores× mips
cpus

)

(2.8)

Assuming the larger of the above three to be bwT ime,

Assigned MIPS = bwps+mi× iops

io
+ io× bwps

bw
(2.9)

The symbols used indicate the following:

mi, io, bw - CPU, IO and networking requirements of a cloudlet.

mips, iops, bwps - Capabilities of the VM to process each type of resource

requirement.

2.6.3 CloudSim extension for Three-Tier Applications

In [45] the authors propose an analytical performance model of 3-tier applications.

Workload is represented in terms of user sessions unlike in CloudSim and

DynamicCloudSim where the basic unit of workload is a cloudlet. Each session

incurs performance load on the application and database servers. Sessions make

use of CPU time and RAM on the application servers and CPU, RAM, disk I/O

on the database servers (disk operations on application servers assumed to be

negligible).

A session generates variable workload over time unlike jobs. A session is

formally de�ned using the following variables.
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• Ideal session duration: Session duration given all resources for its execution

are available

• Data Item: Represents an entity stored on disk (e.g., �les, portions of

database records). Assume �nite number of data items d1, d2, ..., dn.

• Step size

• CPU load of application server vas(t)

• Memory load of application server mas(t)

• CPU load of database server vdb(t, dk)

• Memory load of database server mdb(t, dk)

• Disk I/O load ddb(t, dk)

The last 5 are step (piecewise constant) functions.

Within each step, a session has constant resource requirement in terms of

CPU, RAM, I/O. Behavior of a session within a step is represented using one

cloudlet executed by AS server and several cloudlets on the DB servers. Each

DB cloudlet is associated with the data item it uses. The step functions de�ne

the corresponding cloudlets' CPU, RAM, I/O resource requirements.

A session is represented with 2 equal sized queues - one for AS server and one

for DB servers. Elements of queue correspond to steps.

De�ning the resource consumption of sessions that make up workload involves

averaging monitored performance data from actual executions. Performance logs

can be used for this purpose.

Execution time for a single cloudlet is computed as follows:

Estimated CPU Time =
Cloudlet Length
capacity× cores

Estimated IO Time =
CLoudlet IO Length

IO capacity× Number of HDDs used by cloudlet

where IO capacity =
IOPS of hard disk

number of cloudlets using it

Estimated Execution Time = min(Estimated CPU Time, Estimated IO Time).
(2.10)

A survey of the above as well as other simulation tools revealed the following

major obstacles in using them for our purposes:

24



• The workload characterization parameter in our experiments is the number

of active user sessions. Most simulators do not provide a way of modeling

session based workload. The closest we came across that facilitates this was

the third of the simulators discussed above [45].

• Task execution is based on analytical models. For this reason it was di�cult

to get the performance observations reported by the simulator to agree with

the actual performance numbers observed in hardware.

We opted to build our own simulator for these reasons.

Our work also addresses some of the shortcomings in previous work such as

assumptions of constant workload and consideration of only controllable resource

types such as CPU and memory. Our framework also accomodates those resource

dimensions which are di�cult to partition such as IO and networking and

attempts to exploit them to the bene�t of both the cloud provider as well as

the client.
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Chapter 3

PROPOSED FRAMEWORK

We assume that the cloud operator makes available a resource candidate pool

to each client application (see Figure 3.1). The candidate pool can be a set of

Virtual or Physical machines. This will be a relatively small fraction of the whole

cloud infrastructure for privacy and security reasons. An application can assess

the options made available to it and choose to make use of a subset.

Figure 3.2 shows an overview of our proposed scheme. Given the workload,

the application performance model is used to predict the performance o�ered

by each resource candidate. The cost model assigns a numerical cost to each

candidate as well as the current con�guration considering the speci�cations of

the resource candidates, their prices and the performance predictions. The

recon�guration algorithm makes use of the cost values to make recon�guration

decisions. This recon�guration scheme runs periodically to maintain required

level of performance.

The individual components are detailed in the following sections. In the rest

of this thesis, we will consider the case where the application is hosted on a single

machine which can move around (migrate) or expand (vertically scale). The

multi-VM (horizontal scaling) situation can be easily accomodated, but we defer

this and the relevant experimental validation for future work.

Figure 3.1: Resource candidate pool made available to an application.
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Figure 3.2: Solution overview.

3.1 Application Performance Model

The performance of an application at a given point in time depends on the type

and quantitiy of workload and the hardware resources available to the application

to serve this workload. Capturing the complex relationship between these

in�uencing factors and application performance allows us to make more accurate

scaling decisions to suit requirements. Given a particular resource con�guration

R and workload characterization parameter w, an application performance model

predicts the performance of the application Perf (R,w).

An apparent choice to building such a model is through learning, by observing

the performance of the application in an o�ine experimental environment when

subjected to di�erent levels of workload intensity and resource availabilities.

Although o�ine training can be expensive in terms of time and money, an

accurate performance model produces signi�cant performance and cost bene�ts

at production time. Training can also be adjusted to work online, at the expense

of suboptimal decisions during the beginning. Performance predictions made by

the model are used by the cost model to assess di�erent resource con�gurations.
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Table 3.1: List of symbols.
Symbol Description

Cost(R) The estimated cost of adopting resource con�guration R

Costres(R) Cost of leasing resources R

Costrec(R) Cost associated with recon�guring to a resource con�guration R

Income(P, T ) Income obtained when application is running with performance P for T

period of time

g Monetary loss associated with a particular response time value exceeding

TSLA

n Number of active users

Perf (R,w) Predicted performance of the application when provided resources R and

subjected to workload w

Perf SLA Level of performance demanded by SLA

P (r > r0) Probability that response time exceeds r0

r A particular respone time value

R,Ri A particular resource candidate/con�guration

Rcurr Current con�guration

Ropt Optimal con�guration among options made available to application

T Time period ahead during which we analyze the cost/pro�ts

Tmig Time taken for pre-copy phase of migration

Tdown Downtime during migration

TSLA Target SLA response time

w Workload intensity

λ Request arrival rate

3.2 Cost Model

The cost model governs the relationship between a resource

allocation/recon�guration decision and the associated penalty/cost incurred by

the application host. It comprises of the following components:

• Resource Cost (Costres) � Cost of leasing speci�ed resources.

• Recon�guration Cost (Costrec) � Captures the service degradation or

downtime due to recon�guration actions.

• Income � The monetary income associated with providing a particular

level of service.
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Using these components, we formulate two types of models. The �rst corresponds

to satisfying a performance target speci�ed by a Service Level Agreement (SLA).

This encompasses a wide range of applications such as mail servers, search engines,

etc.

• Attempt to satisfy SLA requirement at minimal cost

Cost(R) = Costres(R) ∗ T + Costrec(R) (3.1)

From an income perspective, while the above cost model is suitable in a

situation where the application host earns a particular income for respecting

an SLA, consider an application for which di�erent levels of service have di�erent

associated incomes. For an e-commerce website such as ebay, we could assume

that income is correlated to perceived performance - better performance facilitates

faster purchases. In this case we are interested in maximing pro�ts to the

application host.

• Maximize pro�t (equivalently, minimize cost)

Cost(R) = Costres(R) ∗ T + Costrec(R)− Income(Perf(R,w), T ) (3.2)

where the symbols used are described in Table 3.1.

Together these components decide whether the bene�ts of moving into a new

con�guration outweigh the momentary �xed cost incurred due to recon�guration.

3.3 Recon�guration Algorithm

As the workload changes, we decide whether a scaling decision needs to be

triggered based on the following optimization objective. For SLA satisfaction,

we consider the objective

minRCost(R) subject to Perf(R,wl) > PerfSLA (3.3)
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whereas for pro�t maximization, we consider the same objective with the

constraint dropped:

minRCost(R) (3.4)

If there exists a con�guration (Ropt) with a lower operating cost than the

current one (Rcurr), we move to the new con�guration.

To avoid system instability we introduce cooldown periods during which the

operating con�guration cannot change. These periods are set to expire at a rate

proportional to the tradeo� between operating in the con�gurations Rcurr and

Ropt as in equation 3.5.

Scale Up Timer + = (Target SLA con�dence− Current con�dence) (3.5)

This makes sure that we do not reside in unfavorable con�gurations for too long

and that we do not make frequent recon�gurations.

3.4 Speci�c Choices of Models

In the previous section we described a framework for dynamic resource

recon�guration in the cloud. Our approach is modular in that one may plug

in speci�c choices for each of the components depending on the application

and requirements. Now we discuss particular choices for these components and

evaluate the recon�guration scheme for these choices.

3.4.1 Application Performance Model

We discuss our performance model for a web server application, and use response

time as a performance indicator. While most prior work have considered mean

and percentile response time values as well as throughput as metrics [32],

we consider the response time Cumulative Distribution Function (CDF) as a

performance metric for reasons we describe below. Workload is characterized by

the number of active user sessions.

30



The application is deployed in an experimental VM. Performance statistics

of the application are collected across di�erent VM con�gurations and di�erent

levels of workload intensity (we refer to these experiments as emulation

experiments in the following discussion). The ranges of these parameters

are chosen such that they encapsulate the typical production system scenario:

The VM con�gurations can be those o�ered by the cloud provider, or the

options available in a private cloud. Minimum and maximum workload may

be determined based on client knowledge of estimates.

The number of such di�erent scenarios can easily be quite large in practice,

which makes it time consuming to evaluate each individual con�guration.

However, sophisticated sampling techniques could be used to choose a manageable

subset which provides reasonably good estimates for parts of the problem space

which were not considered. For simplicity, we collect statistics for uniformly

sampled con�gurations between the minimum and maximum values for each of

the resource types as well as workload.

Figure 3.3: Mean response time observed for the RUBiS application in di�erent
VM con�gurations.

Figure 3.3 shows the mean response time curves observed for the RUBiS

application in several VM con�gurations. We observe the following behavior
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Figure 3.4: The con�gurations with highest prediction error when a single global
model is �t to the data.

consistently in each case. As we increase the number of users, performance

stays good until the point where one of the resources becomes a bottleneck,

at which point the performance starts degrading rapidly. In e�ect, we may

consider two regions, corresponding to (a) neither of the resources types is fully

utilized and (b) at least one of the resource types is fully utilized, in which the

performance behavior is consistent within a region but not across. We further

made the observation that the response time distributions in the former region

were unimodal, whereas it was bimodal in the latter. We observed that this was

because requests with modest requirements such as requesting for the home page

can still be served fairly quickly when the server is over-utilized, whereas requests

involving complex queries were penalized severely. These observations also shows

why mean response time is not a very appropriate performance metric in that it

fails to capture some crucial aspects of performance.

32



Figure 3.4 shows VM con�gurations and number of users for which the largest

performance prediction errors were observed when we �t a single global nearest

neighbor model. Performance predictions were made using a linear interpolation

of all nearby con�gurations in the training database, and the predictions with

kl-divergence [46] error metric > 0.1 were plot. We observe from the plot that

the largest errors are associated with regions where one of the resources is starting

to become a bottleneck, and then beyond that to some extent.

The above observations motivated us to �t di�erent models to the two regions.

This idea of �tting di�erent models to di�erent parts of the input space was also

advocated by [32] where they analyze the bene�t of this approach compared

to using a single global model. Within each region, we consider a simple

instance-based model for making performance predictions. For a given workload

and resource con�guration, we predict the response time distribution to be a

linear interpolation of nearby con�gurations.

This simple predictor works quite well. Considering uniformly sampled points

from the emulation database to comprise the test set, and a KL-divergence error

metric which measures the distance between true and predicted distributions, we

observe a mean score of 0.026 for data points in the �rst region. The �t was

not as good in the second region, where we observe a mean score of 0.1. This is

because the second mode of the bi-modal distributions observed for con�gurations

in this region moves further to the right as the number of users increases, and this

cannot be easily captured by superposing neighboring distributions (whose modes

happen to be located quite far away). Capturing this behavior would involve a

horizontal shifting or stretching of the neighboring distributions. However, our

concern is mainly about modeling accuracy in the former region, since it is where

we want to be operating most of the time when the recon�guration algorithm is

operational.
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3.4.2 Recon�guration Cost

In the following we overload the term migration and use it to mean moving

from a particular VM operating con�guration to another. This may involve

VM migration (in the usual sense) and/or vertical scaling. Live migration refers

moving a VM to a di�erent host while it is running, and it takes place in three

main stages - the pre-copy phase, stop-and-copy phase and resume phase. During

the pre-copy phase, memory pages of the VM are copied to the destination while

it is running. This takes place in multiple iterations as some of the already copied

pages can become invalid (dirty) and they need to be re-copied. After su�cient

data has been copied over (as determined by the particular migration algorithm),

the VM is stopped and the remaining dirty pages are copied, after which the VM

is resumed at the destination.

Let TSLA be the target SLA time. Let Tmig be the time taken for the pre-copy

stage of migration. Let Tdown be the downtime. For virtualization platforms

which do not support live migration, we can consider Tmig to be 0 and Tdown to

be the total copy time. Assume that Tdown includes the time period taken by a

VM to either resume after migration or reboot after vertically scaling. Consider

an operating time horizon T into the future. We evaluate the operating cost

during the timespan T ′ = Tmig + Tdown + T in the following.

As workload increases, if the current VM con�guration is no longer able to

satisfy the SLA requirement due to insu�cient resources, a migration action to

a VM with more resources may be considered. There will initially be a service

interruption during the migration period, but the bene�t gained by migrating to

a better VM might compensate for this interruption.

Assume that there is a monetary loss (g) associated with a response time value

exceeding TSLA. This could be, for instance, a monetary penalty associated with

the server host violating promised QoS, or a qualitative penalty that captures

the fact that large response times will cause user dissatisfaction/churn, etc. We
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de�ne the cost of recon�guration as:

E[Number of user requests which experience a response time greater than TSLA during

the T ′ time period that follows]× g (3.6)

We assume that user requests are distributed according to a Poisson process with

arrival rate λ and the the number of users n is constant over the duration T ′

which is a reasonable assumption since T ′ is in the range of a few minutes.

If we continue to operate in the current con�guration, the above quantity is

Costrec(Rcurr) = [P (r > TSLA)(nλT
′)]× g (3.7)

where P is the response time distribution for current con�guration serving the

workload over the T ′ time period and r is a particular response time observation.

This is computed from CDF predictions made by our application performance

model.

If we choose to migrate,

• During the pre-copy phase which lasts for Tmig time, let the perceived

response time disribution be P ′

• During the down time Tdown, service is down

• Response times will be distributed according to distribution P ′′ during the

time T in which the new VM is serving load

The cost of a new con�guration R is then

Costrec(R) = [P ′(r > TSLA) · (nλTmig) + (nλTdown) + P ′′(r > TSLA) · (nλT )]× g

(3.8)

We use the analytical model proposed in [40] to capture P ′(r > TSLA). P ′′ is

predicted by the application performance model.

The main factors that in�uence Tmig and Tdown have been identi�ed as the

size of VM memory, memory page dirtying rate and the bandwidth available
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for migration [47]. Although analytical models for migration behavior based on

these factors have been proposed, dirtying rate of an application as well as the

networking performance of cloud VMs can vary signi�cantly over time, which

makes it di�cult to use these models. Based on empirical observations made by

previous studies [39, 48], we found that migration and down times can reach up

to 100s and 3s, respectively. We use values sampled from the vicinity of these

values for Tmig and Tdown. Since we consider the worst case scenario, this provides

a lower bound on the performance achievable by our approach. We use VM boot

time values reported in [49].

3.4.3 Income Model

The client may use any suitable income model based on his requirements. Linear

functions and piecewise constant functions are naive choices. For instance,

consider a model [41] such as

I × (1− r

TSLA
) (3.9)

where I is a constant representing monetary income for ideal performance and r

is the mean response time. This is a straight line with negative slope hitting the

time axis at TSLA and the income axis at I.
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Chapter 4

PERFORMANCE ANALYSIS

We �rst describe the experimental setup in Section 4.1. The simulation setup is

discussed in Section 4.2. Performance validation using the simulator is described

in Section 4.3.

4.1 Experimental Setup

4.1.1 Hardware and Software Setup

Hardware experiments were performed on the Xen 4.3 virtualization platform

running on a machine with Intel i7-4710U CPU (4 cores, 8 threads, 2GHz

base frequency), and 16GB RAM. The libvirt 0.9.1 virtualization API [50] was

used for VM creation and management. Performance data was collected for

VM con�gurations with CPU and memory varying through 1-4 and 1-12GB,

respectively.

4.1.2 Application Setup

The RUBiS auction site web application [33] was used as a prototypical

application in our experiments. We used the RUBiS PHP incarnation.

Application and Database servers were setup on the same VM for simplicity and

to avoid network e�ects. The RUBiS browsing mix was used for our experimental

purposes. We used the database dump provided in the RUBiS website as the

database. We found the RUBiS setup guide blog post [51] useful for setting up

RUBiS.

Apache version 2.4.7 was used as the web-server. The MaxClients and

ServerLimit parameters in Apache were set to su�ciently high values to make

sure that the capacity of server VM is not constrained by these parameters. The
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max-connections parameter (maximum number of concurrent sessions) in MySQL

was similarly set to a large value.

4.1.3 Workload Emulation

A scalable workload emulator was required to emulate the range of users that we

required. The RUBiS Client Emulator is a thread-based Java application which

uses one thread per user. As a result the tool did not scale very well, and we had

di�culties emulating even a modest number of users properly.

A more scalable option was the RAIN workload generation toolkit [52]. It is

customizable to suit any given application and has a more �exible design in that

it employs a shared thread pool to emulate users. A RUBiS extension was under

development at the time of this work, but was incomplete. (The same authors

seem to have completed it recently [53]).

Next we attempted to use httperf [54], a high performance sequential emulator

implemented in C and widely used by several previous work for workload

emulation. The authors of [55] do a study on the accuracy of results produced

by the RUBiS Client emulator. Sessions produced by the Client emulator are

captured in a �le and replayed using httperf. The results reported by both tools

are then compared. They make the observation that the java library used for

networking purposes in the client emulator is causing inaccuracies in the results

reported. The authors modify httperf to log response time values of requests and

to take session inter arrival times as input. The patch is publicly made available

in [56].

We encountered di�culties in using the httperf builds from most repositories

in emulating a large number of users. Increasing the �le descriptor limit in these

sources and building causes httperf to crash with glibc bu�er over�ow errors.

This was most likely due to mismatch in the value of FD_SETSIZE between

httperf and glibc. The patch [57] works around this issue. We used this patch

along with some features of patch [56] such as logging response time values for

our experimentation.
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The RUBiS Client Emulator was used to generate request sessions, which were

logged into a �le. The log replay feature was used to replay logs with di�erent

numbers of users. A single Intel Core i5 machine was able to emulate upto 6000

users using this version. The emulator machine was running Ubuntu 12.04, and we

followed the instructions in [58] to set the system limit parameters appropriately.

We were able to emulate upto 10,000 users with two machines.

4.1.4 Collecting Performance Data

Each VM con�guration was subjected to a load of constant number of sessions.

The number of users was varied from 1,000 to 10,000 in steps of 1,000. Each

experiment lasted for a duration of 400s with a steady state of 300s (Ramp-up

+ Ramp-down = 100s). The sysstat package [59] (version 8.0.3) was used to

collect performance data from the server VM. We modi�ed the httperf patch to

log response time values of individual requests.

Figure 4.1 shows performance statistics collected for a particular VM

con�guration across di�erent number of users. A uniform increase in utilization

is observed for CPU, memory and network as we uniformly increase the number

of users to the point where one of the resources becomes a bottleneck. Figure 4.2

shows response distributions and the corresponding cumulative distributions

observed for certain con�gurations. These plots show the behavior of distributions

starting to become bi-modal as one of the resource types become a bottleneck.

4.1.5 Workload

To evaluate the performance of our alorithm against a realistic workload, we use

the widely used World Cup '98 workload trace [60]. It comprises user requests

logged over a period of 92 days. We pre-process the trace logs so that the

statistical nature of the workload match the RUBiS application. The workload

generated in this fashion for the whole span of 92 days is depicted in Figure 4.3.

The plot shows the number of active sessions against time. We discuss the
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Figure 4.1: Performance Statistics collected for di�erent number of active users
under a particular VM con�guration.

PDF: 2000 users PDF: 3000 users PDF: 4000 users

CDF: 2000 users CDF: 3000 users CDF: 4000 users

Figure 4.2: Response time distributions observed for di�erent number of active
users under a particular VM con�gurations.
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performance of our proposed scheme for the cases of a single day's workload

as well as the complete workload.

Figure 4.3: Sessions generated from World Cup '98 trace.

4.2 Simulation Setup

Simulation models of hardware systems provide a convenient means of anayzing

the performance of algorithms. Several simulators have been built to aid cloud

research in the past, but we found them unsuitable to our purpose for the following

reasons. Most of these simulators are based on analytical models for VM task

execution and servicing workloads. With analytical models it is di�cult to re�ect

the performance behavior exhibited by hardware in the simulation model. For

instance, it is di�cult to embed behavior such as caching, whose in�uence is

evident from our hardware emulation experiments. As a result, we would �nd

our performance prediction model producing results that do not align well with

the task execution model of these simulators.

For these reasons we built a discrete event simulator to validate our proposed

scaling framework. We use the performance observations recorded from our

hardware experiments to model the request servicing behavior in the simulator.

We split the simulation duration into distinct intervals, for each of which
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performance statistics are computed using the above data. These statistics

are then aggregated to compute the overall statistics for the simulation. Note

that, while the complete set of performance observations made during emulation

experiments are used to build the simulator, only a subset (25%) is used to

train the performance model. This assures that the simulation results are not

misleading.

Components of the simulator are modeled as follows:

• Users: A variable keeps track of the number of users at any given moment.

• Workload Pattern: A desired workload variation pattern can be modeled

by appropriately varying this variable. For instance, to model simple

ramp-up, steady load, and then ramp-down, the variable is increased at

required rate until ramp-up time, kept unchanged for steady duration, and

decreased for ramp-down time.

• Web-server VM: A VM is modeled by a speci�c set of values for

CPU, memory, IO latency and networking performance. The application

hosted VM will have particular values for these parameters until change is

demanded by a scaling algorithm.

• Recording Performance Statistics: Performance over time will be

recorded in the following form - (t1, N1, R1), (t2, N2, R2), (t3, N3, R3), ...

where each (ti, Ni, Ri) indicates that an average of Ni users were served

by the application with Ri resources during interval ti.

The intervals are chosen such that:

1. There is no signi�cant deviation of number of users from Ni, and

similarly the resources from R (i.e., Number of users ∈ (Ni−δ,Ni+δ))

2. Our training database has the response time distribution for (Ni, Ri)

As shown in Figure 4.4 for each of these time intervals ti, we have a

corresponding response time distribution disti. The assumption made here
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Figure 4.4: Collecting performance statistics in the simulator.

is that the response time distribution of requests does not vary much for

small changes in number of users/resources.

• Overall Performance Statistics: The overall statistics for the simulation

are computed using the statistics for each interval as follows. Assuming that

user requests are distributed according to a Poisson process, the expected

number of requests made by N users in time period T = NλT , where λ

denotes the arrival rate.

Over the whole set of response time values observed during an experiment,

probability (pk) that a particular response time value r came from

distribution distk is given by

Nkλtk∑
iNiλti

=
Nktk∑
iNiti

(4.1)

The overall respose time distribution is then computed as

∑
i

pi × disti (4.2)
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which is a weighted summation of the distributions disti, the weights being

proportional to the number of requests which presumably came from those

distributions.

Distributions corresponding to periods of migration are also calculated as

described in Section 3.3 and taken into account in this computation.

To further validate the computation of this overall response time

distribution, we do the following. We derive Nkλtk samples from

distribution distk for each k and compute the distribution of the collection

of all sampled values. This is done several times, and we use the KL-distance

metric to verify that the distributions obtained from di�erent simulations

are not very di�erent from one another.

4.3 Performance Validation

We compare the performance of our recon�guration scheme against the following

schemes that are o�ered by cloud providers: Static Provisioning and Rule Based

Scaling. The Rule Based Scaling mechanism we consider is the following: for

each type of resource, if utilization stays higher than a given threshold for a given

inertial period, a scale up action is triggered. To scale up, we instantiate new

VMs which are of the same type as those in the auto-scaling group.

Parameters of the Rule-based system are set as per the recommendations made

by Net�ix in [9]. The simulator computes response time distributions assuming

that incoming workload is evenly split between the VMs in the auto-scaling group.

The cooldown parameters in our recon�guration algorithm are set identical to the

rule-based system.

4.3.1 VM sizes from Amazon EC2

We �rst consider the case where the available VM sizes are those o�ered by

Amazon web services. Instances with a maximum of 4 CPUs and 16 GB memory

are considered (shown in Table 4.1) as these were the largest values considered

for VMs during performance data collection. Note that prices depend on not
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Table 4.1: VM types from Amazon EC2 considered and their prices. These prices
vary over time and the �gures below are as of Apr 01, 2015.

VM size Cost
CPU cores, Memory(GB) $/hr

(1,1) 0.013
(1,2) 0.026
(2,4) 0.052
(2,7.5) 0.14
(4,7.5) 0.28
(2,3.75) 0.116
(4,15) 0.232

just the amount of CPU and memory but also other factors such as the type of

storage. We assume that all these VM sizes are made available as options to

the application at all times. The RUBiS application is used for this experiment.

Since RUBiS is largely insensitive to IO latency, we assume that the application

performance is independent of VM IO performance. Networking performance is

omitted as well. The following performance target is considered: Keep response

time under 20 ms with 0.9 probability.

Figure 4.5 demonstrates the performance of the proposed approach as well as

the rule-based approach with di�erent VM sizes for a particular day's worldcup

workload. The di�erent cases considered for rule-based scaling correspond to

di�erent types of VMs used in scaling group. For a particular type chosen, the

scaling algorithm adds/removes VMs of the same type to the scaling group. The

corresponding expense �gures and con�dence level at which each scaling scheme

keeps the response time under the target are shown in Table 4.2 under Workload

1.

Figure 4.6 shows the response time CDFs observed for the complete worldcup

workload for the various schemes. The corresponding �gures are displayed in

Table 4.2 under Workload 2.

We observe that when a small VM size is used for rule-based scaling,

the scaling decisions need to be quite frequent for demanding performance

requirements, and less so as the VM size increases. The downside of using
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Figure 4.5: Comparison of scaling schemes for a particular day's worldcup
workload.
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Figure 4.6: Comparison of CDFs for rule-based and proposed scaling schemes -
RUBiS application, entire worldcup workload.

Table 4.2: Performance comparison of rule-based scaling with di�erent VM types
against the proposed scheme.

Workload 1 Workload 2

VM type
(CPUs,Mem(GB))

Lease
Cost($)

P(r < 20ms) %
Lease
Cost($)

P(r < 20ms) %

Rule-based scaling with di�erent VM types
(1,1) 0.70 76.8 49.63 81.20
(1,2) 1.08 81.0 79.58 83.07
(2,4) 1.40 83.9 111.74 80.13
(2,7.5) 3.52 83.5 290.89 80.52
(4,7.5) 5.70 89.4 480.96 88.30
(4,15) 6.72 89.8 564.62 89.36

Proposed scaling scheme
- 2.32 88.5 443.79 89.35

a larger VM size is an increase in the mean lease cost. As the resonse time

distributions and con�dence probabilities show, although rule-based scaling can

achieve the required performance target with speci�c instance type choices, in

practice we do not know in advance which choice to pick. Our approach is able

to maintain a proper balance between cost and performance. A point to note
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here is that the proposed scheme achieves this performance with a single VM.

Better con�gurations can be achieved when horizontal scaling is also considered.

The advantages of using a performance model are readily observed. Whereas

a rule-based system can identify if a resource bottleneck occurs and increase it,

it does not know precisely by what amount to increase the resources. But a

performance model knows exactly what amount of resources of each type are

required to maintain service to the required level of satisfaction. Although a

better set of parameters for the rule-based system may yield a cost bene�t, �nding

a good set of parameters for a given application can be often hard in practice. The

proposed scheme falls a little short of the performance target (88.5%, 89.35%),

which is due to workload peaks for which even the largest VM considered does not

satisfy the performance target. This level of performance was achieved despite

migration and downtime in�uences.

4.3.2 A private cloud scenario

Next we consider a private cloud scenario where VM sizes with CPU varying from

1 to 4 and memory from 1 to 16 GB in steps of a unit can be instantiated. In this

experiment we model our proposed scenario of a small pool of resources being

made available to an application among all vacant options: We assume that a

random subset of these VM sizes are made avaialble as options to applications at

any given time. We assume a pricing model that linearly varies with the amount

of each resource type.

Figure 4.7 shows the variation of CPU and memory as well as the

corresponding cost for a particular day's worldcup workload. The corresonding

response time CDF is shown in �gure 4.8. Following are some observations we

made with regard to how the pool of choices made available to an application

in�uences its performance based on the above information.

Since we restrict ourselves to the single VM case in this work, there was a

need for su�ciently large instances to be consistently available to the application

to maintain the required level of performance. Figure 4.8 shows that the
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Figure 4.7: A private cloud scenario - Dynamic recon�guration of CPU and
Memory and variation of the corresponding cost.

performance target was not achieved, and this was due to the unavailability

of su�ciently large instances during certain periods of time. In the general

case, more than one instance will need to be instantiated if a su�ciently large

option is not available. This relationship between the need for large instances

and horizontal scaling needs to be taken into account both from the application's

perspective while optimizing for the best recon�guration and from the provider's

point of view considering e�cient datacenter utilization. If, for instance, the

provider wants to minimize the number of hosted instances for management

reasons, it is preferable for the provided set of options to roughly span the range

of possible resource values.

Another observation that we made is that with rapid variation in the pool

of resources, the number of recon�gurations is high (as in Figure 4.7). This is
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Figure 4.8: A private cloud scenario - Response time CDF.

because a particular con�guration fails to remain optimal over a considerable

period of time when there is such variation. With a large number of applications

with distinct characteristics sharing the cloud, we can expect the available

resources, and hence those made available to applications, to be highly dynamic

in nature (especially those resource dimensions that are di�cult to control). This

motivates the cost model to have a term that explicitly penalizes recon�gurations

in addition to the cooldown periods in the recon�guration algorithm. We hope

to further pursue this idea rigorously in future.

4.3.3 Application a�ected by IO performance

We use the �lebench-�leserver benchmark workload [34] to assess the potential

bene�ts of our approach with respect to IO availability and performance impact.

We modify the �lebench application to log the response time values for individiual

IO requests and derive the read/write latency distributions. To change the

perceived IO latency of the application hosted VM, we run �o [61], an IO

workload generation tool, on a di�erent VM to create competing IO workload
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Figure 4.9: Comparison of CDFs for static provisioning and proposed scaling
scheme - �lebench-�leserver application driven by simple synthetic workload.

as in [32]. Two levels of IO stress are considered - a) no competing IO and b)

�o emulating random IO with 10 workers. Performance data was collected for

�leserver workload varying from 10 to 40 threads.

The EC2 VM sizes were used for this experiment. The IO performance of

these VMs is modeled to �uctuate randomly between two levels corresponding to

the two levels of IO stress discussed above. We consider a basic workload pattern

that oscillates within the range of workload values for which performance data

was collected. We accomodate IO performance in the pricing model by pricing

a VM at its full price when there is no IO interference and half its price when

IO stress exists. The performance target considered is: 90th percentile latency <

20ms.

It was observed during performance data collection that CPU and Memory

utilizations were relatively low, and the workload was mainly bounded by IO

performance. Hence, we compare the proposed scheme with the extreme static

provisioning cases. Figure 4.9 compares the response time CDFs. Corresponding

performance and cost �gures are presented in Table 4.3. We observe that the small

VM with IO interference is unable to meet the performance target. The proposed

scheme achieves the performance target and produces cost savings of 10% relative
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to the best static VM and 30% relative to the largest static VM according to

the aforementioned pricing policy. Although this is a very preliminary proof of

concept that our approach works well in the case of IO bound applications, it

strongly suggests that we should further explore this venue using experiments in

hardware.

Table 4.3: Di�erent schemes and corresponding performance, cost �gures.
Scheme P(latency < 20ms) Lease Cost ($)

Static (1,1) with IO interference 87% 0.16
Static (1,2) without IO interference 90% 0.62
Static (2,7.5) without IO interference 97% 3.36

Proposed 90% 0.56

4.3.4 Pro�t Maximization

We now consider pro�t maximization as the objective instead of meeting

performance targets. We consider the simple linear income model discussed

previously in equation 3.9. As for the choice of parameter I, this very much

depends on the speci�c client application. It is the monetary income attributable

to a single user request. This quantity varies across di�erent types of applications,

as well as across time for the same application. For instance [62] reports that

LinkedIn gets $1.30 in revenue for every hour and Facebook gets 6.2 cents. The

mean income observed per request for a running application till that point in

time is a reasonable choice for the parameter.

For this experiment we use a constant value of 1 cent for the constant I. The

overall pro�ts for a simulation are calculated as the following expected value

k∑
i

(niλti)I(1−
Ei[r]

TSLA
) (4.3)

where ni represents the average number of users observed during the ith interval,

ti denotes the length of the interval, and Ei is the expectation taken over the i-th

interval.
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Table 4.4: Pro�t Maximization - Performance comparison of rule-based scaling
with di�erent VM types against the proposed scheme.

VM type
(CPUs,Mem(GB))

Pro�t ($)

Rule-based scaling with
di�erent VM types

(1,1) 384
(1,2) 233
(2,4) 250
(2,7.5) 235
(4,7.5) 204
(4,15) 175

Proposed scaling scheme
- 313

Table 4.4 shows a comparison of the income observed for rule-based scaling

with di�erent types of VMs as well as the proposed scheme. These �gures

were produced by deducting the overall VM lease cost from the expression in

equation 4.3. Rule-based scaling with the (1,1) type VM produced the most

income. The proposed scheme follows next, and is ahead of rule-based scaling

with other VM types. There is marginal di�erence between the rule-based

scaling scenarios with the other VM types. Although rule-based scaling does

not explicitly attempt to maximize income, the correlation between resource

utilization, good performance and pro�ts enables it to produce �gures comparable

with the proposed scheme.

The possibility of employing multiple VMs enables rule-based scaling to

produce better results than the proposed scheme. As mentioned in the other

performance analysis sections as well, although a particular case of rule-based

scaling does produce good results, we do not know this information in advance.

On the other hand, considering the multi-VM case in our proposed framework

can potentially yield better results.
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Chapter 5

CONCLUSIONS AND FUTURE WORK

5.1 Conclusions

Cloud computing has become an attractive venue to enterprises and users alike

during recent times. This growth in interest has been accompanied by the need

to address problems related to resource scaling and datacenter management.

Our novel framework enables cloud hosted user applications to dynamically

scale while consuming just the adequate amount of resources along di�erent types

of resource dimensions. We consider a scenario where the cloud operator exposes

a pool of resource options to each application, of which the application has the

choice to make use of a subset. The application recon�gures itself guided by

performance and cost models. We showed how this provides more �exibility

to applications in adopting favorable resource con�gurations and o�ers cost

advantages. As more e�cient techniques for live migration and vertical scaling

evolve, our approach becomes increasingly attractive.

We demonstrated that our approach is

• Computationally simple - Each application considers only a handful of

resource options to recon�gure itself.

• Generic - Di�erent types of models can be plugged into the application

performance, income and cost models. We perform experiments with

speci�c choices for these models and discuss performance results.

• Bene�cial to both the cloud provider as well as the user - Our scheme

naturally exploits the co-hosted application interference problem in shared

resources. Instead of determining and controlling performance interference

due to co-located applications, the applications themselves �gure out which

of the vacant resource options are suitable to meet performance needs.
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The proposed approach achieves cost savings of more than 20% relative to

the rule-based scaling schemes for the world cup workload. Our preliminary

experiments with an application sensitive to IO performance show cost savings of

10% relative to the best static VM con�guration. It should be noted that these

�gures were achieved assuming a single operating VM. Considering the multi-VM

case can potentially lead to even better results.

We identi�ed several signi�cant next steps that can be taken from our work

that we were unable to address. We discuss these possible improvements and

other related future avenues of research in the next section.

5.2 Future Work

One of the restrictions in our current implementation of the proposed approach

is that we only consider the case where the application is hosted in a single

VM. The multiple VM case is more representative of the real situation. We can

expect to see signi�cant bene�ts in this case as the single VM case by itself o�ers

considerable advantages. The main challenges involved in doing this would be

accurately modeling the tradeo�s between horizontal and vertical scaling as well

as migration in the recon�guration cost component, and handling the exponential

increase in number of possible con�gurations.

A signi�cant next step would be to validate our approach in hardware. Testing

using a local environment would involve setting up a hardware cluster and the

virtualization platform. The simulation experiments need to be run in hardware

and the results have to be compared against the simulation results. This would

provide more credibility to the simulation results and show that our approach

works well in hardware.

We experimented with applications whose performance is primarily

determined by CPU and memory availability. We provided a basic evaluation

of an application for which I/O performance is the bottleneck. Validating our

approach for an application with networking performance impact is another

possible next step. In this case one has to take into account concerns such
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as the following: applications sensitive to networking performance would be

a�ected signi�cantly by live migration compared to other application types, the

behavior of the recon�guration algorithm has to be investigated as more resource

dimensions are taken into account.

The proposed approach has been mostly analyzed from a user's perspective.

Although we have discussed that the cloud provider bene�ts from the proposed

approach, it would be interesting to investigate the provider's side of the story

objectively. One may simulate a scenario where several applications are running

on the cloud, each of them adopting the proposed dynamic recon�guration

scheme. We could analyze factors of concern to the cloud provider such as

datacenter utilization and energy impact in this situation.

An important research direction that we found to have received less focus from

the research community in the past is the design of a scalable, general-purpose

workload emulator. Some of the issues we encountered in using existing emulators

such as the RUBiS Client emulator, RAIN and httperf were discussed in

Section 4.1.3. For thread based emulators memory proved to be a bottleneck.

Although httperf is a high performance sequential emulator, it only exploits

one processing core, and there is more room to exploit in a multi-core machine.

Most prior work have considered workloads that are small which they are able to

emulate using a few machines. The solution adopted to emulating more workload

has been to use more machines for emulation. Therefore, designing a workload

emulator that is highly scalable and is general purpose would be beni�cial to the

research community.
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